
 

 

 

 

Volume 9, Issue 4, April 2021  



International Journal of Innovative Research in Computer and Communication Engineering 

                               | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 7.488 | 

|| Volume 9, Issue 4, April 2021 || 
 

| DOI: 10.15680/IJIRCCE.2021.0904143 | 

 

IJIRCCE©2021                                                            |     An ISO 9001:2008 Certified Journal   |                                           3242 

    

 

Load Balancing in Cloud Computing 
 

Abhishek Sonar 

Student, Department of Computer Engineering, Vidyalankar Institute of Technology, Mumbai, India 

 
ABSTRACT: Cloud computing is another technology developing  in IT industry with tremendous necessities of 

foundation and  assets. Load Balancing is a significant part of distributed  computing . Effective load adjusting plan 

guarantees  productive asset use by provisioning of assets to cloud clients.  Load Balancing may indeed, even help 

organizing clients by  applying suitable planning rules. This paper presents different  load adjusting algorithms in 

various cloud conditions and explores three potential conveyed arrangements proposed for  load balancing; Round 

Robin, least connection algorithm and  ip hashing algorithm. 
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I. INTRODUCTION 

 
One of the major issues in calculation structure and  issue apportioning for disseminated processing is that of load  

balancing. The main motive of load balancing is for every  processor to play out an evenhanded portion of the all-out  

outstanding task. In numerous applications, for example,  thick direct frameworks settling, it is conceivable to make  

form the earlier gauges of work dispersion so a software  engineer can fabricate load adjusting directly into a particular  

application program. Such a disconnected form can normally  be called static load balancing. 

 

Let us take an example of Amazon. Amazon might be deploying many servers in the backend for the DUI part. 

Different servers are deployed in Amazon infrastructure, which is running the same code as the Amazon UI. How does 

the request get into each of these servers? Let us say an individual is hitting the amazon.com website and how does 

Amazon know it needs to redirect it to a particular instance and how the new request needs to go to a different 

instance? That is when load balancers are useful. The load balancer does the routing for example request 1 (R1) is 

received by this particular server, the request 2 (R2) is received by a different server, the request 3 (R3) is received by a 

different server and   request 4 by a   different server. All these requests could be from a different user or maybe from 

the same user.  These are different strategies, which the company can do in the load balancing part. Load balancers are 

commonly used to disperse the approaching user requests to the system by effectively circulating the user requests over 

numerous servers. Unwavering quality and high accessibility are kept up by detracting these client requests to the 

servers, which are accessible in the system. If there are servers that are unreachable or not connected those servers will 

be dismissed from, the heap adjusting arrangement and the user-requests will not be detracted to those servers. Inside 

the load balancers, there is a   check on the actual number of servers that are accessible and the requests are detracted 

specifically to the accessible servers. The other part is the easiness with which the number of servers can be increased 

or decreased depending on the user requests. Let us say Amazon wants to scale up for a great Indian sale or a universal 
sale, which is happening for a Black Friday. They know that the number of requests which are going to come in for the 

UI is going to be more so they can increase or decrease the backend storage based on the requests.  There are different 

algorithms, which are used in these load balancers to redirect requests to different servers. 

 

The main purpose of energy efficient algorithm is to maximize the network lifetime. These algorithms are not just 

related to maximize the total energy consumption of the route but also to maximize the life time of each node in the 

network to increase the network lifetime. Energy efficient algorithms can be based on the two metrics: i) Minimizing 

total transmission energy ii) maximizing network lifetime. The first metric focuses on the total transmission energy 

used to send the packets from source to destination by selecting the large number of hops criteria. Second metric 

focuses on the residual batter energy level of entire network or individual battery energy of a node [1]. 
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II. NEED FOR LOAD BALANCING 

 

Let us take a basic web session. In this, there is a client machine at the top, in the middle, there is a cloud that 

represents the Internet and then there is a server at the bottom. If a client wants to access, a website example.com, 

which is hosted by the server the client, sends in the request, which is routed by the internet, and the request reaches the 

server, which predictably serves example.com. There are millions of clients trying to connect to this one server. The 

clients send in many requests, which are many notes for the server. The server has many problems as it has a limited 

number of resources like memory, CPU, disk space, etc. The easiest way or most logical way to solve these problems is 

to add more servers. There is a need for a device, which polices incoming connections to these servers. Thus, there is a 

need for a load balancer.  All the incoming connections hit the load balancer, which then distributes it across these 

servers.  The way this distribution is done depends on various algorithms. 

 

III. PROPOSED ALGORITHMS 

 

A. Round Robin- 

In Round-robin fashion, the requests are redirected to different services. Suppose there are three servers in the system. 

the principal demand goes to the primary server the subsequent solicitation goes to the second the third goes to the 

third. A similar style is followed for all the requests later on in the cycle. This is a cooperative style where each server 

gets another request. If the server one is hit for the first time then the following requests will be diverted to server two. 
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B. Least connection Algorithm- 

In the least connection, the request will be sent to the server, which has the least client requests, which is processing a 

minimal number of assets. To do this the load balancer needs to know which processor, which server is having the least 

number of resources.  

Some additional computing is needed for the load balancer to identify which servers are having the least connections or 

the least resources. It needs to compute to get metadata information from all these servers. This might be a little bit 

costlier compared to the round-robin fashion which was just blindly redirecting requests to every server in the list. 

 
C. IP hashing- 
IP hashing is helpful when a customer sends a request and the customer's request should be dedicatedly setting off to a 

specific arrangement of servers. Redirection should be possible dependent on the customer's IP address and just those 

servers which are explicit to that specific customer's IP address will be diverted to that specific system. This can be 

another strategy where some specific networks or some specific servers need to be given preference over the other. A 

typical example could be the IRCTC website in India. In this, the requests from the customers or the general 

individuals will be diverted to a lot of servers. However; the requests, which are coming from the internal SETC 

receptions, will be going to a different server. They will have better performance. 
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IV. RESULTS 

 

 
 

V. CONCLUSION AND FUTURE WORK 

 

Load Balancing is a vital challenge in server side computing  surroundings for making maximum usage of 

computing equipments. In this journal, I  have discussed numerous load balancing algorithms. Each algorithm has 

certain advantages and disadvantages. A static load-balancing scheme offers a simple implication and observation of 

surroundings but fails to analyze the heterogeneous nature of the cloud. Dynamic load balancing set of guidelines are 

hard to implement but are first-class perfect for a diverse domain of cloud computing. In this paper, we studied 

numerous calculations for load adjusting for Cloud Computing. We examined the difficulties that must be routed to 

give the most reasonable and proficient burden adjusting calculations. We additionally talk about the points of interest 

and burdens of these calculations. . In this manner, as our future work, we are intending to improve load balancing to 
make it increasingly reasonable for Cloud situations and progressively proficient in terms of capacity usage..  
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