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ABSTRACT: Based on the number of people, agriculture is thought to be India's largest economic sector. It is very 

important to the growth of the country and helps the economy. Here, many crops are grown, with rice and wheat being 

two of the most important ones. Pulses, potatoes, and other vegetables are some of the other food crops that grow here. 

Cash crops are also grown here, like sugarcane, oil seeds, cotton, coffee, tea, rubber, and jute. Even though agriculture 

is a big part of the Indian economy and employs a lot of people, it is very inefficient, not based on science, and can't 

keep up with the high demand for food in a country with so many people. Even though there have been improvements 

in this area, most of these problems still exist. These problems can be fixed by doing a good analysis of the agricultural 

situation and using the information to make suggestions about how to grow crops and what kinds of crops to grow. 

 

I. INTRODUCTION 
 
Farmers and agro-based businesses have to make a lot of decisions every day, and there are a lot of things that affect 

those decisions. Soil, climate, farming, irrigation, fertilisers, temperature, rainfall, harvesting, and the use of pesticides 

are some of the things that affect agriculture. By mining the large amount of crop, soil, and weather data that is already 

out there and analysing the environment, farmers can use this information to help them make important farming 

decisions. This maximises production and makes farming more resistant to changes in the weather. Information about 

past crop yields is also important for how companies in industries run their supply chains. These industries use 

livestock, food, animal feed, chemicals, chicken, fertiliser, pesticides, seed, and paper as raw materials. A good estimate 

of crop production and risk helps these companies make decisions about the supply chain, like when to schedule 

production. Estimates of crop production help businesses like those that make seeds, fertiliser, agrochemicals, and 

agricultural machinery plan their production and marketing. 

 

II. LITERATURE SURVEY 
 
2.1 Jharna Majumdar, Sneha Naraseeyappa and Shilpa Ankalaki “Analysis of agriculture data using data 
mining techniques: application of big data” Majumdar et al. J Big Data (2017) 4:20 DOI 10.1186/s40537-017-
0077-4 
In the agriculture sector, farmers and agribusinesses have to make a lot of decisions every day, and the many factors that 

affect them are very complicated. Accurate yield estimates for the many crops involved in the planning are a key part of 

agricultural planning. The only way to solve this problem in a practical and effective way is to use data mining 

techniques. Big data has been used most often in agriculture. Conditions in the environment, differences in soil, input 

levels, combinations, and prices of goods have made it even more important for farmers to use information and get help 

when making important farming decisions. This paper is mostly about how to use data mining techniques like PAM, 

CLARA, DBSCAN, and Multiple Linear Regression to analyse agricultural data and find the best parameters to 

maximise crop production. Mining the large amount of crop, soil, and climate data that already exists and analysing 

new, non-experimental data improves production and makes agriculture more resistant to changes in climate. 

 
2.2 Deepak Sharma, Priti Sharma “Rain Fall Prediction using Data Mining Techniques with Modernistic 
Schemes and Well-Formed Ideas” International Journal of Innovative Technology and Exploring Engineering 
(IJITEE) ISSN: 2278-3075, Volume-9 Issue-1, November 2019 
One of the hardest parts of weather forecasting is figuring out when it will rain. Accurate and timely predictions of rain 

can help people take good safety precautions for ongoing construction projects, transportation activities, agricultural 

tasks, flight operations, and flood situations, among other things. By finding hidden patterns in the weather data that are 

already available, data mining techniques can accurately predict when it will rain. This research helps by giving a 

critical review and analysis of the most recent data mining techniques used to predict rain. For this research, papers that 

came out between 2013 and 2017 and were in well-known online search libraries were looked at. This review will help 

researchers look at the most recent work on predicting rainfall, with a focus on data mining techniques. It will also give 

a starting point for future directions and comparisons. 
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2.3 Shalin Paulson “A Survey on Data Mining Techniques in Agriculture” Special Issue - 2015 International 
Journal of Engineering Research & Technology (IJERT) ISSN: 2278- 0181 Published by, www.ijert.org 
RTPPTDM-2015 Conference Proceedings 
Data mining is a new field of study in agriculture that is growing quickly. It is used to figure out and study how 

different things affect crop yield. In this paper, we will look at and try out how data mining can be used in the field of 

agriculture. Data mining is a unique and important part of making decisions in agriculture about many things. In 

agriculture, data mining can help predict things like crop yield, weather and rainfall, the quality of seeds and soil, and 

how many crops will be grown. A method called "predictive data mining" is used to figure out what crops will grow in 

the future, how much money will be made, and what pesticides and fertilisers will be needed so that crops can grow and 

work properly. Several data mining techniques, such as kmeans (KM), k-nearest neighbour (KNN), artificial neural 

network (ANN), and support vector machine (SVM), are used to solve problems and find ways to make agriculture 

grow better. Each technique for data mining has its own way to show how different problems look. This helps us figure 

out the best way to solve every problem in agriculture. In this paper, we learned what we needed to know about each 

data mining technique so that we could use them in all similar situations. It sums up all the information by using all the 

techniques mentioned and adding some new ones. This helps plan agriculture better, which leads to good growth in 

agriculture. 

 
III. PROPOSED SYSTEM 

 

Here, many crops are grown, with rice and wheat being two of the most important ones. Pulses, potatoes, and other 

vegetables are some of the other food crops that grow here. Cash crops are also grown here, like sugarcane, oil seeds, 

cotton, coffee, tea, rubber, and jute. Even though agriculture is a big part of the Indian economy and employs a lot of 

people, it is very inefficient, not based on science, and can't keep up with the high demand for food in a country with so 

many people. Even though there have been improvements in this area, most of these problems still exist. These 

problems can be fixed by doing a good analysis of the agricultural situation and using the information to make 

suggestions about how to grow crops and what kinds of crops to grow. 

 
3.1 IMPLEMETATION 
3.1. 1  DATA CLEANING 
At first, the data needed to be cleaned up. The problems with cleaning up the data are: 

1. The data in the databases were from different years and were not the same in each database. 

2. Some crop names were not in all of the databases. 

3. The database was also missing a lot of information. 

4. The data came in different forms. 

5. Different databases had different ways of naming crops and states. 

6. In different databases, the units of measurement were different. 

The databases were changed so that the information was in the right format, and missing values were filled in with the 

average values from different years. Then the data was ready to be used in any way.  

 
3.1.2  Data Integration 
The data from different tables were merged so that it can be analyzed. The tables were also unstacked when required, 

for proper understanding.  
 
3.1.3 Data Analysis 
The data were visualized and several plots were made for statistical analysis. Various data mining algorithms were also 

used for finding patterns and making predictions. They are described in detail in the following sections. 
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IV. RESULTRS AND DISCUSSION 
 

Table 1: Year wise crop production 

 
 

 
Figure 1: Crop prices of various crops in different year in Rs/quintal 

 

 
 

Table 2: Suicide rate included in analysis 
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Figure 5:  Actual vs Predicted suicide rates 

 

 
 

Table 6: Crops with various trends in productions and price 
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Figure 7: State wise maximum producing crops. 
 

Maximum producing crops of various states are shown in above figure.As expected states like Uttar Pradesh,Gujarat, 

Maharashtra are major producer of sugarcane.While crop like rice are majorly producer in areas with high rainfall like 

eastern states and states like Odisha, West Bengal.Coconut is centered in coastal areas like Tamil Nadu, Kerala, while 

most of northern states are major producer of wheat. 

 

V. CONCLUSION 
 
There are many things that affect a country's agriculture, and it's very helpful to study them all. In this project, we've 

tried to get agricultural data and put it in a way that makes it easy to analyse. Visualizing the data sets helps people 

understand them better, so they are done that way. The datasets are put together and looked at to see how different 

things affect crop production. Simple statistical inferences help us see how patterns change over time, which makes us 

want to find out why these patterns change. 

The things that affect crop production don't always work on their own, so the lack of just one of them can have a huge 

effect on crop production. Using these numbers, it's also possible to make accurate predictions about important things 

like suicide rates, which helps with planning, taking preventative steps, and making insurance policies. We've made 

predictions using both linear regression and decision trees. 83 percent of the time, decision trees are right. Decision trees 

make it easier to understand how each of the factors affects the prediction because they show how they all work 

together. Finding crops that change in unusual ways over time, like having a sudden drop in production, can help us 

figure out why they change the way they do. 

We can also use these numbers to suggest new crops that could be grown in places with the right climate and economy. 

If similar studies are done and followed, it can stop land from being wasted and increase production, which will help us 

meet people's needs and boost our economy.. 
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VI. FUTURE WORK 
 
Large data sets with a lot of attributes can be added to the study. The data can be used to learn more about the different 

parts of each state. As features, crop production, cultivation cost, crop yield, area under cultivation, rate of farmer 

suicide, growth rate of production, temperature, and rainfall are used in the above analysis. 

More things can also affect how well crops grow. For instance, we've used data on rain and temperature to show how 

they affect crop production, price, etc. For much better results, you can also think about things like the type of soil, its 

PH value, the weather (winds, humidity), and the fertilisers you use. We can also improve the predictions and grouping 

by using some other algorithms. 

Aside from these, you can also make predictions about other things, like how crops will grow the next year. If we can 

predict the things that affect crop production, we can make better plans for farming..  
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