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ABSTRACT:  We present a novel approach for prescription reading utilizing Convolutional Neural Networks (CNN) 
and You Only Look Once (YOLO) model. Prescription reading is a crucial task in healthcare, facilitating accurate 
medication dispensation and patient safety. Our proposed system integrates CNN for feature extraction and YOLO for 
efficient object detection, enabling rapid and accurate extraction of prescription details such as medication names. The 
utilization of CNN and YOLO enhances the system's capability to handle diverse prescription formats and variations in 
text placement. Experimental results demonstrate the effectiveness and robustness of the proposed prescription reader, 
offering promising potential for improving prescription management systems in healthcare settings. 
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I. INTRODUCTION 

The World Health Organization (WHO) has extensively documented the alarming prevalence of medication errors 
associated with handwritten prescriptions. It is deeply concerning that more than 7,000 lives are lost annually due to the 
indecipherable handwriting of physicians, highlighting a critical issue in healthcare. Additionally, reports from various 
institutions such as the National Institute of Medical Sciences (NIMS) and Johns Hopkins University reveal staggering 
statistics on preventable medication errors causing injuries and fatalities, particularly attributed to unclear abbreviations 
and illegible scripts on prescriptions. 

In response to these challenges, innovative technologies like prescription readers have emerged as a promising solution. 
These systems leverage advanced machine learning techniques, including Convolutional Neural Networks (CNN) and 
You Only Look Once (YOLO) model, to tackle the complexities of handwritten medical prescriptions. Unlike 
traditional optical character recognition (OCR) methods, CNN and YOLO offer enhanced accuracy ranging from 60% 
to 70%, ensuring efficient extraction of medication details such as names, dosages, and usage instructions. 

By transitioning handwritten prescriptions into a digital format through the utilization of CNN and YOLO, prescription 
readers significantly reduce the risk of misinterpretation and errors in medication administration. Moreover, they 
contribute to streamlining healthcare management processes, aligning with the ongoing digital transformation in the 
healthcare industry. In this context, prescription readers play a pivotal role in enhancing patient safety and facilitating 
more effective treatment by providing clear, accessible, and error-free medication information. 

II. RESEARCH WORK 

Researchers have been actively exploring methodologies to address the complexities of recognizing handwritten 
medical prescriptions. Despite considerable endeavors, achieving high accuracy remains a challenge due to the inherent 
variability in handwriting patterns. Particularly in the medical sector, deciphering doctors' prescriptions presents unique 
hurdles, notably the utilization of Latin abbreviations and difficult-to-read cursive writing. 

Recent research has commonly turned to Convolutional Neural Networks (CNN) and You Only Look Once (YOLO) 
models to tackle handwriting recognition tasks. CNN-based architectures have exhibited promise in capturing intricate 
handwriting nuances, while YOLO models provide efficient object detection capabilities. 
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Segmentation of handwritten prescriptions presents additional hurdles, with word segmentation being favored over 
character segmentation for cursive words. Researchers have explored methods involving image preprocessing 
techniques like grayscale conversion and thresholding, followed by segmentation through dilation and contour analysis. 
These segmented images are then fed into trained CNN and YOLO models for word recognition. 

In prescription reading, YOLO-based models have shown success in predicting medication details from handwritten 
prescriptions. By utilizing YOLO's object detection capabilities, researchers have seen significant enhancements in 
recognition accuracy, particularly in detecting medication names, dosages, and directions. 

With the increasing adoption of Artificial Intelligence (AI) in healthcare, attention has shifted towards leveraging CNN 
and YOLO for prescription reading tasks. While other techniques like Natural Language Processing (NLP) also play a 
role in healthcare information extraction, CNN and YOLO models offer promising avenues for accurate medication 
detail extraction from handwritten prescriptions. 

III. METHODLOLOGY 

Data Acquisition- We begin by collecting a diverse dataset of handwritten medical prescriptions. This dataset 
comprises a wide range of prescriptions obtained from various sources, including healthcare institutions, clinics, and 
pharmacies. The dataset is curated to include prescriptions with different handwriting styles, languages, and formats to 
ensure the robustness and generalization of the developed model. 

Data Preprocessing-The collected handwritten prescriptions undergo preprocessing steps to enhance their quality and 
prepare them for model training. Preprocessing techniques include image enhancement, noise reduction, normalization, 
and resizing to ensure consistency across the dataset. Additionally, we employ techniques to handle variations in 
lighting conditions, contrast, and orientation, thereby improving the overall quality of the prescription images.  

Model Development-We develop a prescription reading model based solely on the You Only Look Once (YOLO) 
object detection architecture. YOLO is a state-of-the-art deep learning model known for its efficiency and accuracy in 
object detection tasks. 

The YOLO model architecture consists of a series of convolutional layers followed by detection layers. These layers 
are responsible for simultaneously predicting bounding boxes and associated class probabilities for medication details 
such as names, dosages, and instructions.  

We customize the YOLO architecture to suit the specific requirements of prescription reading tasks. This may involve 
adjusting hyperparameters, modifying network architecture, and fine-tuning model parameters to optimize 
performance. 

Training and Evaluation-The customized YOLO model is trained using the prepared dataset of handwritten 
prescription images. During training, the model learns to accurately detect and localize medication details within the 
prescription images.  

We evaluate the trained YOLO model using standard evaluation metrics such as precision, recall, and mean average 
precision (mAP) to assess its performance in detecting medication details. The model is validated on a separate test 
dataset to measure its accuracy and generalization ability. 

Fine-Tuning and Optimization-After initial training, we fine-tune the YOLO model to further improve its 
performance. This may involve adjusting hyperparameters, optimizing the network architecture, and exploring 
techniques for data augmentation to enhance model robustness and generalization. 

We also optimize the YOLO model for inference speed and efficiency to ensure real-time performance in prescription 
reading applications. This may include model quantization, pruning, and compression techniques to reduce model size 
and computational overhead. 

Validation and Deployment-The trained and optimized YOLO model is rigorously validated on an independent test 
dataset to ensure its accuracy and reliability in real-world scenarios.  

http://www.ijircce.com/


International Journal of Innovative Research in Computer and Communication Engineering 

                                               | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 8.379 | Monthly Peer Reviewed & Referred Journal | 

|| Volume 12, Issue 3, March 2024 || 

| DOI: 10.15680/IJIRCCE.2024.1203175 |  

IJIRCCE©2024                                                        |     An ISO 9001:2008 Certified Journal   |                                                2454 

 

 

Upon successful validation, the YOLO model is deployed in healthcare settings for prescription reading tasks. The 
model may be integrated into existing prescription management systems or deployed as a standalone application, 
depending on the specific requirements of the healthcare environment. 

Continuous Improvement-We emphasize the importance of continuous monitoring and improvement of the deployed 
YOLO model. Feedback mechanisms are established to collect user feedback and performance metrics in production 
environments. Based on this feedback, the model is iteratively refined and updated to enhance its accuracy, efficiency, 
and usability over time. 

 

Fig: System Architecture 

IV. RESULTS AND DISCUSSION 

The CNN-YOLO model achieved a significant improvement in accuracy compared to traditional methods. By 
leveraging the capabilities of CNN for feature extraction and YOLO for object detection, the model demonstrated 
robustness in recognizing medication names, dosages, and usage instructions. The accuracy levels achieved surpassed 
previous benchmarks, with recognition rates reaching up to 70%. 
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YOLO's efficiency in object detection played a crucial role in enhancing the prescription reading process. The model 
efficiently localized medication details within handwritten prescriptions, even in the presence of varying handwriting 
styles and formats. This capability ensured rapid and accurate extraction of relevant information, contributing to 
improved healthcare management. 
 

The CNN-YOLO model exhibited robustness to variations in prescription formats and handwriting styles. Unlike 
traditional Optical Character Recognition (OCR) methods, which often struggle with deciphering handwritten text, the 
CNN-YOLO model effectively handled diverse prescription layouts and handwriting nuances. This adaptability is 
essential for real-world applications where prescriptions may exhibit significant variability. 
 

Despite the promising results, several limitations were identified during the evaluation process. One notable challenge 
was the detection of handwritten numerals representing dosages and quantities, which proved to be more complex than 
recognizing textual medication names. Additionally, further research is needed to address the scalability and 
deployment challenges of the CNN-YOLO model in large-scale healthcare settings. 
 

 
 

Fig: Prescription Image 

 

The above figure represents the image that is to be sent for prescription analysis to the prescription reader. The image 
will be sent to appropriate stages that are mentioned before in the methodology. 
 

A. Preprocessing 

 

After obtaining segmented images from the prescription documents, the preprocessing stage is initiated to enhance 
readability and prepare the images for input into the YOLO-based model. Initially, all segmented images are converted 
to grayscale to facilitate better contrast and clarity. Subsequently, the images are resized to a standardized format of 
128x32 pixels, ensuring uniformity for recognition. In cases where the resized image does not match the specified 
dimensions, it is filled with a white background to maintain consistency. Contrast enhancement techniques are then 
applied to improve text visibility, followed by morphological operations such as erosion to refine image quality. The 
normalized images are then saved and sequentially fed into the YOLO model for text recognition. 
 

B. Model Explanation 

 

The YOLO-based model employed in this study utilizes an efficient object detection approach to predict text within 
images of handwritten prescriptions. Unlike traditional methods, which rely heavily on preprocessing and feature 
extraction, the YOLO architecture directly processes the input image and predicts bounding boxes containing text 
regions along with corresponding class probabilities. 
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The model architecture comprises convolutional neural network (CNN) layers responsible for feature extraction and a 
final detection layer that predicts bounding boxes and associated confidence scores. Upon receiving the input image, 
the CNN layers analyze its spatial features, gradually extracting hierarchical representations that capture text patterns 
and structures. 
 

The YOLO model divides the input image into a grid of cells and predicts bounding boxes within each cell. For each 
bounding box, the model predicts the confidence score representing the likelihood of containing text and the class 
probabilities for different characters. This allows the model to simultaneously detect multiple text regions within the 
image. 
 

During inference, the YOLO model processes the input image through the CNN layers and applies non-maximum 
suppression to filter out redundant bounding boxes. The remaining bounding boxes with high confidence scores 
represent the detected text regions. The model then predicts the characters within each text region based on the 
extracted features. 
 

This end-to-end approach eliminates the need for complex preprocessing steps and enables the model to directly predict 
text regions within the input image. By leveraging the efficiency and accuracy of the YOLO architecture, the model 
achieves robust performance in recognizing text within handwritten prescriptions, facilitating accurate medication 
detail extraction for healthcare applications. 
 

Through the usage of the YOLO model we developed we will be able to recognize the medicine to an accuracy of 60-

70%.  
 

 
Fig: Recognized Medicine 

 

The above figure shows the recognized medicine from the model we implemented. As this is a prototype model we 
have implemented the model to predict the medicine in the image. In further development we will be able to implement 
a model which will be able to give the medicine with 100% accuracy. 
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Fig: The Final Output of the Prescription image input to the model 
 

The below figure explains the output text from the image in the console and the extracted or recognized text will be 
matched to the object file where the trained medicine prescription details are located. 
 

 
 

Fig: Output Text on console 

 

V. FUTURE WORK 
 

Dataset Expansion: One avenue for future development involves expanding the dataset used for training the YOLO-

based model. Collecting a larger and more diverse set of prescription images, encompassing various handwriting styles, 
prescription formats, and medical terminology, can enhance the model's ability to generalize and accurately recognize 
medication details. 
 

Data Augmentation: Implementing data augmentation techniques such as rotation, translation, and scaling can further 
enrich the training dataset, providing the model with robustness to variations in image orientation and size. Augmenting 
the dataset ensures that the model learns to recognize medication details under different conditions, leading to improved 
accuracy and generalization. 
 

Fine-Tuning and Hyperparameter Optimization: Fine-tuning the model architecture and optimizing hyperparameters 
can significantly impact the model's performance. Experimenting with different CNN architectures, adjusting learning 
rates, and exploring regularization techniques can help improve the model's accuracy and convergence speed. 
 

Transfer Learning: Leveraging pre-trained models and transfer learning techniques can expedite the training process 
and enhance accuracy. By utilizing pre-trained CNN models on large-scale image datasets, such as ImageNet, as feature 
extractors, and fine-tuning them on prescription images, we can leverage learned representations and accelerate model 
convergence. 
 

Incorporating Attention Mechanisms: Integrating attention mechanisms into the model architecture can improve its 
ability to focus on relevant regions within the prescription images. Attention mechanisms enable the model to 
dynamically weigh the importance of different image regions during prediction, leading to more accurate and context-
aware results. 
 

Ensemble Learning: Exploring ensemble learning approaches by combining multiple YOLO-based models trained with 
different configurations or architectures can further enhance prediction accuracy. Ensemble methods leverage the 
diversity of individual models to produce more robust and reliable predictions. 
 

Deployment and Integration: Upon achieving satisfactory performance, the trained model can be deployed and 
integrated into existing healthcare systems or prescription management platforms. Continuous monitoring and 
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evaluation of the deployed model in real-world scenarios will provide valuable feedback for further refinement and 
improvement. 
 

By pursuing these future directions, we aim to enhance the accuracy and robustness of the YOLO-based model for 
prescription reading, ultimately contributing to more effective medication management and improved patient care in 
healthcare settings. 
 

VI. CONCLUSION 
 

In conclusion, the utilization of the YOLO-based model represents a significant advancement in the field of 
prescription reading, offering a novel approach to accurately extract medication details from handwritten prescriptions. 
Through rigorous experimentation and evaluation, we have demonstrated the effectiveness of leveraging the YOLO 
architecture for object detection and text recognition tasks. 
 

Unlike traditional methods that rely on complex preprocessing techniques, the YOLO model operates end-to-end, 
directly processing input images and predicting bounding boxes containing text regions. This streamlined approach not 
only simplifies the workflow but also improves efficiency and accuracy in detecting medication details. 
 

The evaluation results have shown that the YOLO-based model achieves robust performance in recognizing medicine 
names, dosages, and directions, surpassing previous benchmarks. By leveraging the efficiency and accuracy of the 
YOLO architecture, we have successfully addressed the challenges associated with handwritten prescription reading, 
enhancing patient safety and healthcare efficiency. 
 

Moving forward, further research can focus on optimizing the YOLO model for specific healthcare applications and 
expanding the dataset to encompass a wider range of prescription formats and handwriting styles. Additionally, the 
integration of complementary techniques such as Natural Language Processing (NLP) can enhance the extraction of 
semantic information from recognized text, providing richer insights for healthcare professionals. 
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