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ABSTRACT: FeatureMatch, a generalised approximate nearest-neighbour field (ANNF) computation framework, 
between a source and target image. The proposed algorithm can estimate ANNF maps between any image pairs, not 
necessarily related. To compute ANNF maps, Image patches from the pair of images are approximated using low-
dimensional features, which are used along with KD-tree to estimate the ANNF map. This ANNF map is further 
improved based on image coherency and spatial transforms. The proposed generalisation enables us to handle a wider 
range of vision applications, which have not been tackled using the ANNF framework. Computing the dense 
Approximate Nearest-Neighbour Field (ANNF) between a pair of images has become a major problem which is being 
tackled by the image processing community in the recent years. Two important papers viz. Patch Match and CSH have 
been developed over the past few years based on the coherency between images, but one major problem both these 
papers have is that image patches are treated as high dimensional vector features. In this paper we present a novel idea 
to reduce the dimensions of a p-by-p patch of color image to a set of low level features. This reduced dimension feature 
vector is used to compute the ANNF. Using these features we show that instead of dealing with image patches as p2 
dimensional vectors, dealing with them in a lower dimension gives a much better approximation for the nearest-
neighbour field as compared to the state of the art. We further present a modification which improves the ANNF to give 
more accurate color information and show that using our improved algorithm we do not need a pair of related images to 
compute the ANNF like in other algorithms, i.e. we can generate the ANNF for all the images using unrelated image 
pairs or even from a universal source image. 
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I. INTRODUCTION 
 

    Computer vision is the science and technology of teaching a computer to interpret images and video as well as a 
typical human. Computer vision tries to do what a human brain does with the retinal data that means understanding the 
scene based on image data. The field of computer vision is rapidly expanding and has significantly more processing 
power and memory today, than in previous decades. The field is based on real-time computer video analysis are 
supplied by one or more image sensors. Computer vision and image processing based applications have found 
extensive use in security and surveillance, automotive, medical imaging, entertainment, automation, digitization and 
related domains. The solutions are based on object detection, classification/recognition and tracking, optical character 
recognition (OCR), image registration, content based image retrieval, 3D vision/measurements and other components. 
Technically, computer vision encompasses the fields of image/video processing, pattern recognition, biological vision, 
artificial intelligence, augmented reality, mathematical modeling, statistics, probability, optimization, 2D sensors, and 
photography. Applications range from easier tasks in highly constrained environments (e.g., industrial machine vision 
such as counting items on an assembly line) to more complicated tasks in more variable environments (e.g., an outdoor 
camera monitoring human actions - was that person running or walking?). Computer vision is useful for, as examples, 
controlling processes (e.g., robot navigation), tracking objects (e.g., tracking vehicles through an intersection), finding 
certain information (e.g., find all the 'cows' in a large digital image database), recognizing certain events (e.g., did 
someone leave a suitcase behind at the airport?), creating biological models (e.g., how does the human biological 
system work?). Computer vision employs image processing and machine learning as well as some of the other 
mathematical methods to do the aforementioned tasks. Computer vis-ion uses basic image processing algorithms as a 
backbone, upon which further application are developed and then pushed forward as a product or service. Computing 
Approximate Nearest Neighbor Fields (ANNF) is an important building block in many computer vision and graphics 
applications such as texture synthesis, image editing and image denoising. This is a challenging task because the 



 

         

                        ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 9, September 2016 

Copyright to IJIRCCE                                                       DOI: 10.15680/IJIRCCE.2016. 0409147                                               16826  

 

number of patches in an image is in the millions and one needs to find Approximate Nearest Neighbors (ANN) for each 
patch in real or near real time. In the past, it was customary to compute ANNF with traditional approximate nearest 
neighbor tools such as Locality Sensitive Hashing (LSH) or KD-trees. These tools perform well in terms of accuracy 
but are not as fast as one would hope. Recently, a novel method, termed PatchMatch, proved to outperform those 
methods by up to two orders of magnitude, making applications that rely on ANNF run at interactive rate. The key to 
this speedup is that PatchMatch relies on the fact that images are generally coherent. That is, if we find a pair of similar 
patches, in two images, then their neighbors in the image plane are also likely to be similar. PatchMatch uses a random 
search to seed the patch matches and iterates for a small number of times to propagate good matches. Unfortunately, 
Patch- Match is not as accurate as LSH or KD-trees and increasing its accuracy requires more iteration that cost much 
more time. In addition, the main assumption it relies on (i.e. coherency of the image) becomes invalid in some cases 
(e.g. in strongly textured regions), with noticeable influence on mapping quality. It is therefore beneficial to develop an 
algorithm that is as fast, or faster, than PatchMatch, and more accurate. Approximate Nearest Neighbour Field (ANNF) 
computations are a recent development in the image processing communities which have gained wide popularity, 
especially in the graphics community, due to their fast computation times. Though being widely used by the graphics 
community, ANNF computations have not been widely adapted for solving other image processing problems. One of 
the main reasons for this is that for ANNF computations, related pair of images are conventionally used, and in cases 
where such related pair of images are not available, different regions from a single image are used. In this paper, we 
generalize the ANNF technique beyond related image pairs. This generalization expands the scope of the ANNF 
computation to various image processing applications. The problem of finding nearest neighbour field (NNF) in 
images, as illustrated in  Fig. 1, is defined as: “Given a pair of images (target and source), for every p× p patch in the 
target image, find the closest patch in the source image (minimum Euclidean distance, or any other appropriate 
measure).” This mapping, from every p × p patch in target image to source image is called the NNF mapping. This 
mapping between a pair of images or between an image and a set of images has been crucial in a number of 
applications. The complexity, even for a relatively small image size, say 800×600 pixels, where each image has nearly 
half a million p× p patches, results in O(N2) ≈ 200 billion computations, if done using brute force. For NNF mapping, 
many of the existing exact nearest neighbour algorithms like (Bentley, 1975) and (Sproull, 1991) can be used, by 
treating each p-by-p patch as a point in p2 - dimensional Euclidean space. The drawback in this solution is based on the 
observation that a p-by-p image patch is not just a p2 dimensional point, it has various spatial features like edges, 
corners, textures etc. Also there exists a spatial relation between adjacent patches in an image which is completely 
disregarded in this solution. (Neeraj Kumar, 2008) solved the NNF problem by taking the inherent image properties 
into consideration, and showed that vp-trees provide the best result in computing the nearest-neighbours.  
 

 
 

Fig.1: Similar patches in the pair of images 
 
             In the above figure, the boxes (Red, Green, Blue and Yellow) in above figure denote similar patches in the pair 
of images. One of the images (say left image) acts as the target image and the other image acts as the source image. For 
each patch of size p-by-p in the target image, finding the closest patch in the source image (minimum Euclidean 
distance) is the nearest neighbour problem between a pair of images. In proposed approach, the nearest-neighbour 
search is to relax the constraints on the algorithms, which is achieved by introducing an  error. That is, instead of 
finding the exact nearest-neighbour, Approximate Nearest Neighbour (ANN) algorithms compute the (1 + ) nearest 
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neighbour. KD-tree search introduced by (Sunil Arya, 1998) is one such ANN method, which works in O (kd × log n) 
time (k-nearest neighbours are found from n vectors of d-dimensions each). Another approach is based on hash tables 
which exploit the property that points which are close together have a higher probability of colliding. Locality Sensitive 
Hashing (LSH) (Piotr Indyk, 1998)works on this basis for d-dimensional points. Both these methods were developed 
for d-dimensional vectors, and do not take into consideration any image properties.  Color image patches can be 
approximated to low dimensional feature vectors and then conventional k-nearest neighbor algorithms can be used 
effectively on these feature vectors. Conventional k-nearest neighbor algorithms do not take into consideration any of 
the image properties. Due to this, we incorporate image coherency, as used by Patch Match and CSH, into our proposed 
approach to improve upon the ANNF mapping obtained using the reduced dimension features. Apart from computing 
ANNF more efficiently, we expand the ANNF computation beyond related pairs of colour images to more general 
cases. Before venturing into the general cases of ANNF mappings, we describe the conventional methods in which 
ANNF mappings are used.  
 

II. MOTIVATION 
 

    Nowadays the problem of finding the nearest neighbors is of major importance to a variety of applications. Mostly 
for similarity searching we can use the technique of finding nearest neighbors in many applications such as for 
information retrieval, object detection, pattern recognition etc. The ANNF computations are used widely for finding the 
nearest neighbor in many image processing applications which have gained wide popularity, especially in the graphics 
community due to their fast computation times. In the context of image processing Approximate Nearest Neighbour 
Field computations are used widely by the graphics and computer vision community to deal with problems like image 
completion, retargeting, denoising, optic disk detection etc. due to their fast computation times. 
 

III. NECESSITY  
 

    Nowadays finding the similar patches is very important task in many areas. We require searching of a set of images 
for similar patches which is very expensive operation. The need to quickly find the nearest neighbor to a query point 
arises in a variety of geometric applications. The nearest neighbor’s problem is of major importance to a variety of 
applications: Like data compression, databases and data mining, information retrieval, machine learning, pattern 
recognition etc. 
 

IV. Objective : 
    To generalize the ANNF technique beyond the related image pairs, because for ANNF computations, related pair of 
images are conventionally used and in cases where such related pair of images are not available, different regions from 
a single image are used. This generalization helps to expand the scope of ANNF computation to various image 
processing applications. To compute ANNF maps ANNF computations are used, these ANNF maps are used widely by 
the graphics and computer vision community to deal with problems like image completion, image retargeting, image 
denoising, optic disk detection, etc. 
 

V. APPROXIMATE NEAREST NEIGHBOR FIELDS  
 

    The aim of Nearest Neighbour Field computation between a pair of images, say target (T) and source (S) can be 
defined as: 
“For every p× p patch (t) in the target image, find the closest patch (st) in the source image by minimising the distance 
(d) between t and st. The metric d can be Euclidean or any other appropriate measure.” The NNF map F      over every p 
× p patch in target image T is defined as: 
                                                                         F     (xt) = θt 
                                         s.t.  θt = arg  min 푑(푓θ(S), t)                                                          (1) 
                  F      maps a target patch ‘t’ at location ‘xt ’ to a transformation vector θt, where θt ∈ RN consists of parameters 
for transformations applied on ‘S’ to obtain ‘st ’. The block transformation  f  :  S → s  extracts a source image patch  s , 
using a combination of spatial transforms (e.g. affine transform), and range transforms applied on the source image. 
The transformation vector θt  ∈ RN is thus composed of two transformation parameters: 
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• At captures the location, size, rotation, scale and other spatial transformations. 
• βt captures the colour, intensity and other range transformations. 
Using the NNF map, we obtain the reconstructed target image (푇), as the union of source image patches. The source 
image patches are obtained from the block transformations for each target image patch, i.e.: 
                                       (푇)  =  ⋃ 푓		θt (S) =⋃ 	st                                                                   (2) 
As can be observed from the formulation of NNF problem, there is no inherent restriction on what can constitute a 
source image and target image. Existing approaches like PatchMatch, CSH etc. have approximated the NNF 
computation to a pair of related images, since computing the transformations θt under all possible spatial and range 
transforms become computationally intractable. Hence while computing the ANNF map, existing approaches adapt 
various strategies to approximate the transformation θt . 
 

VI. FEATURE MATCHING  
 

    Feature matching means finding corresponding features from two similar datasets based on a search distance. One of 
the datasets is named source and the other target, especially when the feature matching is used to derive rubber sheet 
links or to transfer attributes from source to target data. These datasets overlap each other but are not perfectly aligned 
due to inconsistent data collection, changes over time, or other reasons. Since the feature matching is based on feature 
topology and spatial patterns, where one or more source features and one or more target features are recognized as 
having a matching topological structure or spatial pattern, they become a match group. Figure 2 shows an example of 
streets, where the source features come from a commercial data provider and the target features are built and 
maintained by a city government. The feature matching process analyzes the source and target topology, detects certain 
feature patterns, matches the patterns, and matches features within the patterns. The accuracy of feature matching 
depends on data similarity, complexity, and quality. In general, the more similar the two datasets, the better matching 
results. Normally, a high percentage of successful matching can be achieved, while uncertainty and errors may occur 
and require post inspection and corrections. Feature attributes can optionally help determine the right match in feature 
matching. If one or more pairs of match fields are specified, spatially matched features are checked against the match 
fields. 
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Fig. 2: Illustration of similar but inconsistent datasets for feature matching 
 

          For example, if one source feature spatially matches two candidate target features, but one of the target features 
has matching attribute values and the other doesn't, then the former is chosen as the final match. The condition of 
attribute match affects the level of confidence of the feature matching. 
 

VII. METHODS FOR FINDING NEAREST NEIGHBORS  
 

We now describe various methods for finding nearest neighbors. To give a more intuitive idea of how the different 
methods operate, a simple 2D dataset partitioned using each of the methods is shown in Fig. 3. 

 
Fig. 3: The partitioning of a 2D point set using different types of nearest neighbor trees 

kd-trees 
    Despite having been invented over three decades ago, Bentley’s kd-tree (Bentley, 1975) remains one of the most 
commonly used algorithms for finding nearest neighbors today. Tree construction is simple: At each node, the points 
are recursively partitioned into two sets by splitting along one dimension of the data, until one of the termination 
criteria is met. The important choices to be made in tree construction are determining which dimension to split on and 
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the split value. Choosing the dimension with maximum variance leads to smaller trees, while the split value is usually 
chosen to be the median value along the split dimension. This results in a balanced partitioning of points into axis-
aligned hyper-rectangles, which get smaller in regions with many points as in Fig. 3(a). The kd-tree exhibits many 
favorable properties and has proven to be quite efficient in practice for low-dimensional data. However, it has a few 
drawbacks: 
1. The number of neighbors for each leaf node grows exponentially with dimension, causing search to quickly devolve 
into a linear scan. 
2. The node divisions are always axis-aligned, regardless of the data distribution. This often results in poor search 
performance.  
In real applications, the first problem is typically skirted by relaxing the requirement that all close neighbors be found. 
The Best Bin First (BBF) (Lowe, 1997) approach is one such technique. It is based on the observation that the vast 
majority of the neighboring cells usually do not contain a nearest neighbor. It therefore searches the candidate cells in 
ascending order of their distance to the query, and terminates the search early to save computations. It is claimed that 
this method produces 95% of the correct neighbors at 1% the cost of an exhaustive search for one particular 
application.  
 
PCA trees 
 (Sproull, 1991) Attempts to remedy the axis-alignment limitation of kd-trees by applying Principal Components 
Analysis at each node to obtain the eigen-vector corresponding to the maximum variance and splits the points along 
that direction. This is equivalent to rotating the points about their mean such that their maximum variance now lies 
along the primary axis. We have implemented this variant as well, calling it the PCA Tree. For an example of what a 
tree partitioned using this method looks like, see Fig. 3(b). 
 
Ball trees 
    The kd-tree and its variants can be termed “projective trees,” meaning that they categorize points based on their 
projection into some lower-dimensional space. In contrast, all our remaining methods are “metric trees” – structures 
that organize points based on some metric defined on pairs of points. Thus, they don’t require points to be finite-
dimensional or even in a vector space. The first type of metric tree that we will look at is ball trees (Ommohundro, 
1989). In their original form, each node’s points are assigned to the closest center of the node’s two children. The 
children are chosen to have maximum distance between them, typically using the following construction at each level 
of the tree. First, the centroid of the points is located, and the point with the greatest distance from this centroid is 
chosen as the center of the first child. Then, the second child’s center is chosen to be the point farthest from the first 
one. The resulting division of points can be understood as finding the hyperplane that bisects the line connecting the 
two centers, and perpendicular to it as in Fig. 3(c). Note that in this construction, there is no constraint on the number of 
points assigned to either node and the resulting trees can be highly unbalanced. While unbalanced trees are larger (and 
take longer to construct) than their balanced counterparts, this does not mean that they will be slower to search. On the 
contrary, such trees might be significantly faster if they capture the true distribution of points in their native space. 
 
k-Means 
    While the previous description of ball trees is probably familiar to members of the machine learning community, 
vision researchers will no doubt have noticed its similarity to the k-means method (MacQUEEN, 1967). This algorithm 
also assigns points to the closest of k centers, although it does so by iteratively alternating between selecting centers 
and assigning points to the centers until neither the centers nor the point partitions change. The resulting structure is 
equivalent to a Voronoi partition of the points, which simplifies to the hyperplane described in the previous section for 
the case of k = 2. As originally described, the k-means method is a simple non-hierarchical clustering method that 
requires careful selection of both k and the initial centers to avoid local minima and bad partitions. Linde et al. extend 
this method to a hierarchical structure where k now defines the branching factor between successive levels of the tree. 
This variant, which is the one we have implemented, has faster construction and search times because fewer distance 
evaluations need to be performed at each level. Also note that if the centers are initialized using the procedure 
described in the previous section, very few iterations have to be run for the centers to converge. 
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Vantage Point Trees 
    We turn now to a metric tree that uses a single “ball” at each level the vantage point tree (vp-tree). Rather than 
partitioning points on the basis of relative distance from multiple centers (as was the case with ball trees and k-means), 
the vp-tree splits points using the absolute distance from a single center. This approach can be visualized as partitioning 
points into “hypershells” of increasing radius, e.g., Fig. 3(d). The center of each node can be chosen randomly, as the 
centroid of the points, or as a point on the periphery (to maximize the distance between points). The number and 
thickness of the “hypershells” can also be chosen in various ways. 

 
VIII. CONCLUSION  

 
    Approximate nearest neighbour field computations are widely used. Feature match is a generalised Approximate 
nearest neighbour field computation framework, between a source and target image. In this work, we have extensively 
evaluated a number of different approaches for solving the nearest neighbors problem. In particular, we have focused 
on using these approaches for finding similar image patches. Since this is a common step in a wide range of 
applications ranging from object recognition and texture synthesis to image denoising and compression, solving this 
problem efficiently will lead to faster solutions for all of these disparate tasks. 
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