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ABSTRACT: Image classification has been widely used in industry. In this project we are presenting a comparison 
between two approaches of image classification. For the comparison we have used two methods that are widely used 
for image classification, the first is neural network and the lateral one is K-Nearest Neighbor method. In this work, we 
use the three RGB bands of a color image in RGB model to extract the describing features of an image. Wavelet 
transform is been used widely for extracting the features of an image. Wavelet transform describes texture and shape 
features of an image and color moments extract the color information. All the images are stored in database. Using the 
images in the database and the neural network we compute the accuracy of this method and for same set of database we 
also compute the accuracy of K-nearest neighbor method. Lastly we show a comparison table between this two 
methods and state which has a better accuracy. 
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I. INTRODUCTION 
 
Image categorization is exigent problem in organize a large image database. However, an effective method for such 

an objective is still under investigation. A method based on wavelet analysis to extort features for image categorization 
has presented in this paper. After an image is decomposed by wavelet. A new advance for image categorization based 
on the color information, shape and texture is presented.  

The growth of digital image and video archives are increasing the need for tools that effectively filter and efficiently 
search through large amounts of visual data. Image categorization from a catalog has particularly difficult for 
conventional machine learning algorithms because of the high number of images and many details that illustrate an 
image. For these reasons, conventional machine are unstable to classify images from a database. Also, these machines 
take long time for categorization. Existing image storing systems limit categorization mechanism to illustrate an image 
based on color information, texture or shape features. One of the existing methods for categorization, detection and 
recovery of images are based on Neural Networks (NN). Images that we use in this project have 700 pixels thus, image 
includes 35,000 RGB pixels. If such image is used as an input of NN, the number of input unit of NN are going to 
escalating and cause to the size of the NN also are escalating  thus, because of existing many images that are classified 
and high number of input unit of NN, learning of the NN is very intricate. To grip high dimensionality, image 
categorization systems usually depend on a pre-processing step to reduce the information of the image, this compact 
sets are used for input variable to neural network.  

One of the pre-processing steps is based on wavelet transform. Wavelet transforms nowadays in the most popular 
method to Analysis images and gives information from an image such as a shape and texture. In this project, we use the 
Daubechies wavelet transform coefficients and color moment’s information as an input of NN. Color moments have 
been lucratively used in many color based image categorization systems, principally when the image contains just the 
object. Back Propagation NN (BPNN) with one hidden layers are used in this project for categorization. Optimized 
methods with Momentum are used to learning the NN. 
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II. RELATED WORK 
 

      In this work some of the research work related to image categorization using artificial neural network and K 
Nearest Neighbors with Daubechies Wavelet transform are discussed. Scientists doing high content screening generate 
massive amounts of image data that need to be access quickly, analyzed and re-analyzed, shared with social group and 
stored safely. There are many image storing systems used in industry and a research for a more proficient method is in 
progress to overcome the disadvantages of existing image storage system. Query by image content (QBIC) is one of the 
admired image storage systems. 
 
 QBIC: 

Content-based image retrieval (CBIR), also acknowledged as query by image content (QBIC) and content-based 
visual information retrieval (CBVIR) is the relevance of computer vision techniques to the image recovery problem, 
that is, the problem of searching for digital images in outsized databases. "Content-based" means that analyzes the 
contents of the image rather than the metadata such as tags, keyword and description associated with the image. The 
term "content" in this context might refer to colors, shapes, textures, or any other information that can be consequent 
from the image itself. CBIR is enviable because most web-based image explore engines rely purely on metadata and 
this produces a lot of trivia in the results. Also having humans physically enter keywords for images in outsized 
database can be ineffectual, exclusive and may not capture every keyword that describes the image. Thus a system that 
can filter images based on their content would endow with better indexing and it gives the perfect result. 

 
Fig. 1 Query by Image Content 

 

 Artificial Neural Network: 
An Artificial Neural Network (ANN) is an information processing exemplar that is encouraged by the way bio-

logical nervous systems such as the brain processing information. The key element of this exemplar is the narrative 
structure of the information processing system. It is composed of a huge number of highly interrelated processing 
elements (neurons) working in accord to unravel specific problems. ANNs, like natives, be taught by example. An 
ANN is configured for a particular application, such as pattern recognition or data categorization, through a learning 
process. Learning in biological systems involves adjustments to the synaptic acquaintances that exist between the 
neurons. This is true of ANNs as well. Neural networks with their remarkable ability to originate meaning from 
convoluted or inaccurate data can be used to extract patterns and detect trends that are too composite to be noticed by 
either humans or other computer techniques. A trained neural network can be notion of as an "expert" in the type of 
information it has been given to analyze. This expert can then be used to provide projections given new situations of 
interest and answer "what if" questions. 
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Fig. 2 Mathematical Representation of Neuron 

 K-Nearest Neighbor Method: 
 K Nearest Neighbor (KNN) is algorithms that are very simple to recognize but works extremely well in practice. 

Also it is amazingly versatile and its applications range from vision to DNA sequencing to computational geometry to 
Data mining and many more. In pattern detection, the k-nearest neighbor’s algorithm (k-NN) is a non-parametric 
method for categorization and deterioration that predict objects' "values" or class memberships based on the k closest 
training examples in the feature space. K Nearest Neighbor Method is a category of instance-based learning or lazy 
learning where the function is only approximated locally and all calculation is deferred until categorization. The k-
nearest neighbor algorithm is used for all machines: an object is categorized by a majority vote of its neighbors with the 
object has been assigned to the class most common amongst its k nearest neighbors (k is a small positive integer). For 
example, consider the green circle is test sample should be classified to either first class such as blue squares or second 
class such as red triangles. If k = 2(solid line circle) it is assigned to the second class because there are 2 triangles and 
only 1 square. If k =4 (dashed line circle) it is assigned to the first class because there are 3 square and 2 triangles. 

 

 
 

Fig.3 K-Nearest Neighbor Classification 
 Wavelet Transform: 

A wavelet is a wave-like vacillation with amplitude that begins at zero, increases, and then decreases back to zero. 
Wavelet series are the representation of square-integral function by which ortho-normal series generated by wavelet. 
Wavelet transformation is the most popular tool for the time-frequency-transformations. Wavelet compression is a form 
of data compression well suited for image compression. As a mathematical tool, wavelets can be used to extract 
information from many different kinds of data, including – but definitely not limited to – acoustic signals and images. 
Wavelets are generally needed to analyze data fully. A set of "corresponding" wavelets will decompose data without 
gaps or overlap so that the decomposition process is mathematically reversible. Thus, sets of corresponding wavelets 
are useful in wavelet based compression/decompression algorithms where it is desirable to recover the original 
information with minimal loss. Using a wavelet transform, the wavelet compression methods are adequate for 
representing transients, such as percussion sounds in acoustic, or high-frequency components in two-dimensional 
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images, When a wavelet transform is applied it produces as many coefficients as there are pixels in the image. These 
coefficients can then be compressed more easily because the information is statistically concentrated in just a few 
coefficients. This principle is called transform coding. The Daubechies wavelets, based on the work of Ingrid 
Daubechies, are a family of discrete wavelet transform and characterized by a maximal number of evaporation 
moments for some given support. Each step of the wavelet transform applies the scaling function to the data input. If 
the original data set is N values then the scaling function will be applied to the wavelet transform step to calculate N/2 
round values. In the prearranged wavelet transform, the smoothed values are stored in the lower half of the N element 
input vector. With each wavelet type of this class, there is a scaling function (called the father wavelet) which generates 
an orthogonal multi-resolution analysis. 

III. PROPOSED METHOD 
 

     Our goal is classification of large number of images based on the color and shape information. So that we use 
wavelet, first order color moment and neural networks. There are different methods of neural network, but we use the 
back propagation neural network (BPNN). BPNN is very useful in classification of images. At first step, we define the 
number of neural network inputs. Extensive point is the size of neural networks, because the large size increases the 
time of learning and its not optimum. So that we try to decrease the number of input units for network. The size of all 
images that we have used is 500*700 pixels. We decomposed the image to its three-based color (Red, Green and Blue) 
and got three images in three basic bands. Later we down sampled these images into 256*256 pixels. Now we divided 
each colorful bands to six equal parts with 128*128 pixels and getting inputs of network in two stage :    
a) Calculate the first order color moment (mean) of each six parts, for three basic bands and got 18 inputs for network 
that contains color's information.     
b) We apply the db4 wavelet transform with sixth level decomposition to six parts of three basic bands of original 
image to get the horizontal, vertical and diagonal detail with size 2*2 (cH6, cV6,cD6). We used this information as 
inputs of neural network. To avoid large number of inputs for network we use the horizontal information of six parts of 
red band (cH6-R), the vertical information of six parts of green band (cV6-G) and the diagonal information of six parts 
of blue band (cD6-B). Totally 72 inputs of network were obtained from wavelet transform that contain the shape and 
texture information.     
c) The next three input of NN are obtained from wavelet decomposition energy Eh, Ev and Ed, which contain the 
percentages of energy corresponding to the horizontal, vertical, and diagonal details, respectively. We apply the first 
level of db4 wavelet transform to three RGB band of original image and find the Eh, Ev and Ed of each band. 
Therefore, other nine input of NN are obtained. Finally after these three steps, the network has 99 input units. 
 

 
Fig 4. Complete System Model 
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IV. CONCLUSION AND FUTURE WORK 
 Conclusion: 

      In this project, we introduced a new approach for image classification using neural network and wavelet transform. 
The system was trained to detect an image in the presence of one of six different categories. R, G and B plains of the 
color image were employed for indexing Wavelet transform describe texture and shape features of images and color 
moments extract the color information. We use the three RGB bands of a color image in RGB model to extract the 
describing features. All the images in image database are divided into 6 parts. Then apply the first order color moment 
and Daubechies 4 wavelet transform to extract the input vector of neural network. We use the back propagation neural 
network for image classification and use optimum method to train it. Actually we test the performance of our proposed 
system with data base of different kind of objects. 

 Future work: 

     From this work in future anyone can proceed for some new approaches for image classification and comparative 
study of KNN and ANN for enhancing the performance of image classification. Some of the suggestions are as follows: 
1) We can use some more wavelet transform like symlets wavelet, Coiflets wavelet, Biorsplines and compare result.  
2) We can take more database image for batter training and perform same experiment. 
3) Beside Levenberg-Marquardt (LM) training method, we can use some other neural network training method like 
Bayesian Regularization, Resilient Back propagation, Gradient Descent with Momentum. All this method also train 
neural network.  
5) We can increase number of neurons and epoch. 
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