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ABSTRACT: Workload and resource management are two essential functions provided in the service level of a Grid 

software infrastructure. Consistently, efficient load balancing algorithms are fundamentally important to improve the 

global throughput of these environments. Although previous works show that, ant colony algorithm works well for load 

balancing, the cost is a very important factor in this subject. In this paper, a grid load balancing algorithm is proposed 

by using an ant colony optimization which is able to consider shortest path, type of resource, and running speed of 

resource. The experimental results show that the proposed algorithm by using this ant colony optimization can reduce 
the cost of load balancing in comparison with standard algorithm DASUD. 
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I. INTRODUCTION 
 
Cloud Computing is very hot topic in IT field. Many researches are going on Cloud Computing. This is basically “on-

demand” service. It means whenever we need for some applications or some software, we demand for it and we 

immediately get it. We have to pay only that we use. This is the main motto of cloud computing. Our desired 

application will present in our computer in few moment. Cloud Computing has basically two parts, the First part is of 

Client Side and the second part is of Server Side. The Client Side requests to the Servers and the Server responds to the 

Clients. The request from the client firstly goes to the Master Processor of the Server Side. The Master Processor are 

attached to many Slave Processors, the master processor sends that request to any one of the Slave Processor which 

have free space. All Processors are busy in their assigned job and non of the Processor get Idle. The process of 

assigning job from Master processor to the Slave processor and after completion the job, then returning from the Slave 

processor to the Master processor is just like Ant takes their food and return to their nest. The real ants left out 

pheromone while travelling. A pheromone is a chemical used for communication. Now we are moving from real ants to 

artificial ants. The artificial ants have some special characteristics which is not found in real ants, such as they are not 

completely blind, they have some memory called tabu. Now the artificial ants are used in cloud computing. The cloud 

computing is composed of three service models, five essential characteristics, and four deployment models.  

The three service models are as follows. 

 

1)Software as a Service (SaaA).  
2)Platform as a Service (PaaS). 

3) Infrastructure as a Service (IaaS).  

 

II. METHODOLOGY 
 

1.2 Cloud Service Models Cloud service delivery is divided into three models.  

The three service models are : 

1.2.1 Cloud Software as a service (Saas) The capability provided to the consumer is to use the providers applications 

running on a cloud infrastructure. The applications are accessible from various client devices through a thin client 

interface such as a web browser. The consumer does not manage the underlying cloud infrastructure.  

1.2.2 Cloud Platform as a Service (Paas) The capability provided to the consumer is to deploy onto the cloud 

infrastructure consumer created or acquired applications created using programming languages and tools supported by 

the provider. The consumer does not manage or control the underlying cloud infrastructure, but has  control over the 

deployed applications and possibly application hosting environment configurations.  
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1.2.3 Cloud Infrastructure as a Service (Iaas) The capability provided to the consumer is to provision processing, 

storage, networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary 

software, which can include operating systems and applications. The consumer does not manage. 

 

III. MODELING AND ANALYSIS 
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Figures: Some Screenshots of the website under development. 
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Figure: Block Diagram Displaying Internal Working. 

 

 

Analysis: Working of the website inshort. 
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4. To accommodate future modification in the system. 

1. To improve the performance substantially. 

 2. To have a backup plan in case the system fails even partially. 

 3. To maintain the system stability.  

4. To accommodate future modification in the system. 

 5. Sharing a computer system among multiple users 

 6. Isolating users from each other and from the control program  
7. Emulating hardware on another machine 

 

IV. RESULTS 
 
 
Our objective for this paper is to develop an effective load balancing algorithm using Ant colony optimization 

technique to maximize or minimize different performance parameters like CPU load, Memory capacity, Delay or 

network load for the clouds of different sizes. In this paper, a heuristic algorithm based on ant colony optimization has 

been proposed to initiate the service load distribution under cloud computing architecture. The pheromone update 

mechanism has been proved as a efficient and effective tool to balance the load. This modification supports to minimize 

the make span of the cloud computing based services and portability of servicing the request also has beenconverged 

using the ant colony optimization technique. This technique does not consider the fault tolerance issues. Researchers 

can proceed to include the fault tolerance issues in their future researches 

 

V. CONCLUSIONANDFUTUREWORK 
 
As we have seen that that present telecommunication networks suffer from network congestion which causes calls, put 

on the network , to fail . Better load sharing and routing algorithms are required to minimize the effect of congestion. In 

this thesis, we have simulated two algorithms ,ant colony algorithm and dijkstra algorithm for load balancing in 

telecommunication network. Performance of both algorithms is studied with respect to the average number of hops 

taken to complete a fixed no of calls in the network as shown in the graph .we found out that the average no of hops are 

less in case of ant colony based method as compared to the dijkstra. Hence ant colony optimization technique performs 

better that fixed-shortest path route algorithms. 
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