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ABSTRACT:  The paper presents the design of speech recognition system that uses preprocessing, feature extraction 
and classification stages. In preprocessing stage a de-noising is done to get the speech data without noise. In feature 
extraction stage  Linear Predictive Coding (LPC), Mel Frequency Cepstral Coefficients (MFCC), and Spectrogram 
methods are used to extract the features of the word. Neural Networks (NN) was used to classify the spoken words to 
different patterns so the system can recognize unknown spoken words according to these patterns. The set of  spoken 
words are used in simulation of the system. The comparative results of the system have been provided using above 
mentioned feature extraction methods. 
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I. INTRODUCTION 
 

The Speech Recognition is a process of converting a speech signal to a sequence of words, by means of an 
algorithm implemented as a computer program, and it is used to distinguish the utterance that spoken by individuals. 
Speech Recognition system is divided into two main stages, the first one is used to extract the features from the voice 
signal of a word, and the second stage is used for classification of patterns. Features extracting is a very important step 
in the system. The recognition rate of the system depends on the meaningful data characterizing the features extracted 
from the voice signal.  

Recently number of researches were made on Speech Recognition, and the different techniques and algorithms 
were used for this purpose. These are Mel Frequency Cepstral Coefficients (MFCC) and a vector quantization 
algorithm, Discrete Wavelet Transform (DWT) & Linear Predictive Coding (LPC), Hidden Markov Model (HMM) and 
Linear Predictive Coding (LPC), Hidden Markov Model and Neural Networks, Fast Fourier Transform (FFT) and 
Fuzzy matching method, LPC and Euclidean Squared Distance, LPC and Artificial Neural Network (ANN). 

II. RELATED WORK 
 

In [5,6,12], Voice Recognition using LPC & HMM were used, where LPC is used to analyse voice signals by 
giving characteristics into LPC coefficients, and HMM is used for signal modelling and pattern classification 
respectively. In [7] MFCC algorithm is used for feature extraction, and Dynamic Time Warping (DTW) algorithm for 
pattern matching. In [10] two methods LPC and DWT were used for feature extraction, and ANN was used for pattern 
classification to recognize speaker independent spoken isolated words. In [11] Neural Network Hidden Markov Model 
hybrids was used as a technique for speaker independent continuous speech recognition system, N.N was used to 
perform acoustic modelling, and H.M.M was used to perform temporal modelling, the best word accuracy achieved by 
this thesis was 90.5%. In [2] LPC algorithm was used to extract features from the speech signal, and backpropagation 
neural network was used to make the matching between the patterns that produced by LPC processing. In [13] MFCC 
method was used for feature extraction, and vector quantization technique is used to minimize the amount of data to be 
handled. In [14] the isolated word speech recognition system was developed using LPC Vector Quantization (VQ)  

In this paper word speech recognition system has been designed. The simulation of the system is performed using 
MFCC, LPC and Spectrogram methods. 
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III. SYSTEM STRUCTURE 
 

Speech Recognition system includes set of blocks and processes. Figure 1 shows the general structure of Speech 
Recognition system. The input of the system is the speech signal. After receiving speech signal the preprocessing of the 
speech is started. The preprocessing includes denoising and "end points" detection operations. After preprocessing the 
signal is sent to the feature extraction block. The Linear Predictive Coding (LPC), Mel Frequency Cepstral Coefficients 
(MFCC), and Spectrogram methods were used as feature extraction methods. These features are used as an input to the 
neural network in the classification. The selection proper feature extraction method affect the performance of the 
system. Artificial Neural Network (ANN) was used as a technique to classify the spoken words to different patterns, so 
the system can recognize unknown spoken words according to these patterns. The developed system allow the user to 
choose the necessary method, train the network, choose trained or not trained (test) spoken words and recognize them. 
30 spoken words were recorded by the author voice using Audionic AH-112 headphone set. These 30 words were used 
to train the neural network. After training operation the testing the system was performed. In the paper the simulation 
results of speech recognition system is provided.  

 
Figure 1. General structure of Speech Recognition system. 

 
IV. SIMULATION RESULTS 

 
The Speech Recognition system was developed using three feature extraction methods (LPC, MFCC, and 

Spectrogram), and NN algorithm is used for pattern matching. The spoken words were stored as .WAV files. The 
features of these words are extracted using above mentioned methods. These features were input signals for NN. There 
are two set of words signal- the signal designated for training, and the signals designated for testing. At first NN are 
trained using training signals. After training the test signal data are used to test the system performance.  

Set of words for training and test steps are selected. Two groups of 30 words are taken. Every word was recorded 
two times. The feature extraction methods (LPC, MFCC, and Spectrogram) are applied, then ANN is used for pattern 
matching. The neural network was designed using various numbers of hidden layers. For each ANN the Recognition 
Rate (R.R) was obtained as shown in table 1. 
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Table 1. Recognition Rates of the system for not trained words. 

 
For each method the numbers of neurons in the input layer are different. The number of input neurons are selected 

according to the size of feature vector. The number of input neurons for LPC method was 420, for MFCC was 613 
neurons, and for Spectrogram was 4235. In hidden layers the number of neurons also differs depending on the method 
used in feature extraction stage. Because of every method uses different number of output data, the number of neurons 
in hidden layer was computed according to equation H=T/(5(N+M)). Where H is the number of hidden neurons, N is 
the number of input neurons, M is the number of output neurons, and T is the number of input data (number of input 
neurons multiplied by number of trained words).  

LPC method has less number of output data (420 neurons in the input layer of the network) comparing with other 
two methods (613 neurons for MFCC method, and 4235 neurons for Spectrogram method). Simulation results have 
shown that the best recognition rate 83.3 % achieved with MFCC method. 

V. CONCLUSION 
 

 Isolated Speech Recognition system was designed using MATLAB program. Three different feature extraction 
methods (LPC, MFCC, and Spectrogram) and  ANN based classification were used to develop the system. The 
simulation of the system have been done and the comparative results of the above methods were recorded using 
recognition rate. Simulation results have shown that the best recognition rate was achieved using MFCC method, 
83.3%. In classification artificial neural networks with different parameters are constructed and for the comparisons 
purpose different structures are provided. 
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