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ABSTRACT: Lung cancer is one of the main cause of the death and health issue in many countries with a 5- year 

survival rate of only 10–16%. In this project we use machine learning algorithms to diagnose a cancer and start 

treatment in early stages. We use KNN & Decision Tree algorithms to predict the accuracy of the cancer. In this project 

we use scikit-learn libraries like sklearn and pandas to predict and classify the dataset of the lung cancer patients. 

Slicing the dataset and feature scaling options are used to train the dataset. After that we use confusion matrix , f1 score 

and accuracy score to predict the accuracy of the result. 
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I. INTRODUCTION 

 

Lung cancer is one of the main cause of the death and health issue in many countries with a 5- year survival rate of 

only 10–16%. People who smoke have the greatest risk of lung cancer, though lung cancer can also occur in people 

who have never smoked. The risk of lung cancer increases with the length of time and number of cigarettes you've 

smoked. If you quit smoking, even after smoking for many years, you can significantly reduce your chances of 

developing lung cancer. In this project we use machine learning algorithms to diagnose a cancer and start treatment in 

early stages. With the expected increase in the number of preventive/early detection measures, scientists are working in 

computerized solutions that help alleviate the work of doctors, improve diagnostics’ precision by reducing the 

subjectivity factor, speedup the analysis and reduce medical costs. In order to detect malignant nodules, specific 

features need to be recognized and measured. Based on the detected features and their combination, cancer probability 

can be assessed. However, this task is very difficult, even for an experienced medical doctor, since nodule presence and 

positive cancer diagnosis are not easily related.  

 

In this project we have use knn & decision tree algorithms to predict the accuracy of the cancer. In this project we 

use scikit-learn libraries like sklearn and pandas to predict and classify the dataset of the lung cancer patients. Slicing 

the dataset and feature scaling options are used to train the dataset. After that we use confusion matrix , f1 score and 
accuracy score to predict the accuracy of the result. 

II. RELATED WORK 

 

In 2018, 1.76 million people worldwide died of lung cancer. Most of these deaths are due to late diagnosis, and early-

stage diagnosis significantly increases the likelihood of a successful treatment for lung cancer. Machine learning is a 

branch of artificial intelligence that allows computers to quickly identify patterns within complex and large datasets by 

learning from existing data. Machine-learning techniques have been improving rapidly and are increasingly used by 

medical professionals for the successful classification and diagnosis of early-stage disease. They are widely used in 

cancer diagnosis. In particular, machine learning has been used in the diagnosis of lung cancer due to the benefits it 

offers doctors and patients. In this context, we performed a study on machine-learning techniques to increase the 

classification accuracy of lung cancer with 32 × 56 sized numerical data from the machine learning repository web site 
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of the university of california, irvine. In this study, the precision of the classification model was increased by the 

effective employment of pre-processing methods instead of direct use of classification algorithms. Nine datasets were 

derived with pre-processing methods and six machine-learning classification methods were used to achieve this 

improvement. The study results suggest that the accuracy of the k-nearest neighbors algorithm is superior to random 

forest, naïve bayes, logistic regression, decision tree, and support vector machines. The performance of pre-processing 

methods was assessed on the lung cancer dataset. The most successful preprocessing methods were z-score (83% 

accuracy) for normalization methods, principal component analysis (87% accuracy) for dimensionality reduction 

methods, and information gain (71% accuracy) for feature selection methods 

III. PROPOSED ALGORITHM 

 
Fig 1 Architectural Diagram Of Proposed Model 

 

IV. PSEUDO CODE 

 

Feature selection is applied to reduce the number of features in many applications where the data have hundreds or 

thousands of properties. The main idea is to find globally the least reduction or, in other words, the smallest set of 

features that represent the most important characteristics of the original set of features [16]. The choice of methods for 

the machine-learning prediction system is important because there are many machine-learning algorithms used in 

practice for particular purposes. For instance, random forest (RF) works with the logic of increasing the accuracy of 

results by deriving multiple decision trees while k-nearest neighbors (k-NN) uses similarities to find neighbors when 

classifying by majority vote. Naïve Bayes (NB) maintains the most appropriate classification by preserving the 

dependence of the qualifications on a particular class. Logistic regression (LR) finds the dependent and independent 

relationships between the variables affected by the dependent variables. Decision tree (DT) is the preferred learning 

method with a created tree structure since it is faster, easier to interpret, and is more effective. Support vector machines 

(SVMs) work with hyperplanes to separate data classification into a multidimensional space [4,17]. k-NN has been 

reported to give the best results for machine-learning algorithms applied to the histopathological classification of non-

small cell carcinomas. The DT algorithm was reported to give the least favorable results [18]. This study aims to 

develop predictive models to diagnose lung cancer disease based on a customized machine-learning framework. This 

approach involves examining the different degrees of success of these models and analyzes their generally valid 

classification performances according to measurement metrics. In this context, this study consists of three modules. The 

first module is based on the application of the data pre-processing techniques (dimensionality reduction methods, 

normalization techniques, and feature selection methods) to the lung cancer dataset (LCDS), which is taken from the 

Machine Learning Repository website of the University of California, Irvine (UCI). The second module focuses on the 

demonstration and discussion of the performance of the machine-learning algorithms (RF, k-NN, NB, LR, DT, and 

SVMs). The third module looks at the results of all the performance measurement metrics and performs validation 

analysis. The aforementioned methods are widely used in diagnosis and analysis to make decisions in different areas of 
medicine and research. 
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V. CONCLUSION AND FUTURE WORK 

 

 The lung cancer detection system using the machine learning technique is much efficient and gives the betterment 

result to the radiologist and assist them. This enhances with the additional features for upgrading in the future. On this 

processing system to support the radiologist to detect the affected patients as accurate as the result. Machine learning is 

the key to enabling Artificial Intelligence and the future of healthcare is data-driven. Big data and machine learning 
have a tremendous potential in the healthcare field. All these technologies are not only improving treatment and 

diagnosis options, they also have the potential to take control of their own health by empowering individuals. With the 

help of advanced analytics, artificial intelligence and machine learning some of the most exciting advances are coming 

about in healthcare. Advances in AI interfaces, personalized medicine, predictive healthcare and advances in 

diagnostics all come down to the application of machine learning to help patients have access to smarter healthcare. 
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