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ABSTRACT: Face recognition is one of the main applications of image processing. It is a biometric approach that 
gives a method to recognize the identity of person based on his/her physiological characteristics. Recently face 
recognition from videos has become more popular due to more abundant information than still images. This paper 
presents a video based face recognition algorithm. And it generates a video signature by combining large information 
available from frames of a video.  It accept this information as a rank list of face images from a dictionary. The 
algorithm is generated using the ranked list of frames in the video using level-1 features. Multiple ranked list over the 
frames are then improve using artificial neural network classifiers and finally fused together to create signature of 
video. The effectiveness of the proposed algorithm is shown on YouTube database that make different types of video 
based face recognition summons. Performance comparison with the benchmark results on different databases.  
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I. INTRODUCTION 
   

 Recently, the use of camera technology is increased and numerous amount of video is captured every day. In 
face recognition, the no of data collected from cameras is greater than the size of all public data base face images. The 
objective of collecting data from cameras is to predict the unnecessary activity and person associated with that activity. 
Therefore the use of video camera for security application has an increasing interest in video based face recognition. 
 
 Face recognition is an easily studied problem because many algorithm of the face recognition are proposed 
[11] earlier, many of the algorithms are focus on the comparison of still images and face recognition from videos is less 
discussed. At certain conditions like low lighting, sun glass, long hair, face recognition is fail to perform. Due to 
extensive applications availability of enormous intra-personal variations in video and limited information in still 
images, video-based face recognition has acquired significant attention. Unlike still face images, videos provide large 
information that can be influenced to address variations in pose, illumination, and expression as well as enhance the 
face recognition performance. 

  Video based face recognition contains comparison of video to still face images and comparison of two videos. 
In video to still face recognition, the input is a video and the output is the collection of still face images whereas in still 
to video face matching, the input and output are changed. In video to video face recognition, both input and output are 
videos to be matched. 
 
 The organization of the paper is as follows. In section 2, we discuss related works. In section 3, we present the 
overview of the system. In section 4, we present the detailed description on proposed method. In last section we 
summarize the paper and outline some future work. 
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II. RELATED WORK 
 

 The survey on video based face recognition approaches mainly classified in to three categories. Set based 
approaches [7] use collection of observations in a video. The approaches that model image sets as distributions use the 
between-distribution similarity to match two image sets. However, the performance of such approaches depends on the 
parameter estimation of the  manifolds is also proposed [6] where matching between two image sets is performed by 
measuring similarity between the input and reference subspaces/manifolds [3].  Sequence based approaches use the 
temporal information for improved face recognition. To utilize the temporal information, Zhou [12] had proposed to 
use a joint posterior probability distribution of motion vector and identity variable estimated using sequence importance 
sampling. Some of the approaches that model the temporal information with Hidden Markov Models (HMM) [8] are 
also proposed. 
 
 Dictionary based approaches use large dictionary for matching faces. Chen [10] proposed a multi variate 
sparse representation that simultaneously takes correlation as well as coupling information between frames. Recently, 
Bhatt [13] proposed to compute a video signature as an ordered list of still face images from large dictionary. 
 

III. OVERVIEW OF THE SYSTEM 
 

 This paper proposes an algorithm for video based face recognition. It generates the signature of a video as an 
ordered list of face images from a dictionary. Fig. 1 shows the outline of proposed algorithm. It starts by computing a 
rank list of every frame in the video. Level-1 features are used to generate a rank list using LDA. To identify the person 
in a video, rank list from multiple frames are combined using artificial neural network classifier and clustering based re 
ranking and fused the list. It produces the final composite ranked list for a video which represents the discriminative 
video signature. Finally, to match two videos, their video signatures are compared using DCG (Discounted cumulative 
gain) measure. 
 
The major contributions of this paper can be summarized as follows: 
 

 It uses the facial features for efficient video based face recognition. Level-1 features are used for computing 
multiple ranked lists  

 In this paper, a new paradigm is introduced using artificial neural network for generating video signatures as 
an ordered list of still face images from the dictionary. 

  In this paper, the DCG measure use attributes like rank and relevance scores of images to compute the 
similarity between two rank lists. 
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Fig.1.Outline of proposed algorithm for matching two videos 

 
IV.DESCRIPTION ON PROPOSED METHOD 

 
 Recent face recognition survey shown that the generation of image signature from dictionary is more efficient 
than the comparison of two images. In this paper, video based face recognition is addressed by computing a composite 
rank list using a dictionary of still face images. This algorithm use large data from the video frames for the generation 
of composite rank list. 
 
 In this paper, dictionary is a large collection of still face images where every person has number of images. 
Each image has different variations like pose, illumination, and expression. 
 
A. Rank list generation 
 Video is partitioned in to different frames. Face region correspond to different frames across a video are 
represented as {ܨଵ,ܨଶ, … . .  ௡}. To create a ranked list, comparison is carried out. In which, each frame is comparedܨ,
with all the images in the dictionary. So the dictionary consists of a large number of images and each video has 
multiple frames. It is necessary to compute the ranked list in an efficient manner. Linear discriminant analysis (LDA) is 
used to generate a ranked list by congregating images from the dictionary that are similar to the input frame. A linear 
discriminant function is learnt from the dictionary images that captures the varieties in illumination, pose & expression. 
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The linear discriminant function learns these variations and retrieves images from the dictionary that are similar to the 
input video frame i.e. images with similar illumination, pose & expression. 
 
B. Artificial Neural Network    
 Artificial Neural Network is a very well known classification technique that has been used to approximate real 
valued functions. We employ an artificial neural network of two layers that uses the back propagation algorithm for 
learning. 
 Consider ଵܺ.ܺଶ, … . ,ܺ௡  are input frames and ଵܻ, ଶܻ, … . . , ௡ܻ  are the output frames with corresponding ranks of 
each frames. The image with similar appearance is placed on one classifier (neurons). Each classifier (neurons) 
contains different features like pose, illumination, expression. 
 
C. K- means clustering 
 Multiple rank list of a video are combined to generate a single composite rank list, denoted as R. As shown in 
Fig. 2, the proposed algorithm generates a composite rank list. First, each rank list corresponding to a video is 
partitioned in to different clusters and reliability of each cluster is calculated. And the similarity scores of images 
within a cluster are adjusted based on the reliability of that cluster.  
  

 

Fig 2. Illustrates ANN and Clustering based re-ranking and fusion to perform video signature 

 

 Images in the ranked list are partitioned into different clusters such that if an image in a cluster has high 
similarity to the input frame. The idea behind clustering is to congregate images in a ranked list into different clusters 
where each cluster represents a particular viewing condition. Here k means clustering is used for clustering purpose 
because it is computationally efficient and faster than other hierarchical clustering techniques. 
 
1) Rechecking of rank 
 A ranked list is an ordered list of face images retrieved from the dictionary where the face image with the 
highest similarity is positioned at the top of the list. 
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 2) Joining of rank list 
 Multiple rank list from clustering based re ranking and artificial network are fused based on the similarity 
scores of the image to generate a composite rank list as the video signature. 
 
D. Matching video signature 
 The Discounted cumulative gain measure is used to compare two rank lists. DCG measure is widely used in 
information retrieval domain to compare the lists of documents. Each document in the ranked list is arranged based on 
its similarity to the input query also has a relevance score provided by a domain expert. 
Algorithm 1 summarizes the proposed algorithm for matching two videos. 

 

Algorithm 1 Summarization of the Proposed System 

Step-1: For a given video pair, frames from each video are extracted and pre-

processed. Face region from each frame is detected. 

Step-2: for each frame in the video, a rank list of still face images from the 

dictionary is computed using LDA. The retrieved dictionary images are arranged in 

a rank list such that the image with the maximum similarity score is positioned at 

the top of the list. 

Step-3: Rank list across multiple frames of a video are combined to form a video 

signature using artificial neural network, clustering based re ranking and fusion. 

Step-4: the videos are matched using DCG measure as comparing video signatures. 

 

 
 The proposed algorithm efficiently computes the signature of video and changes the problem of video based 
face recognition into matching two rank lists.  
 

V. EXPERIMENTAL RESULT 
 

 The performances of proposed algorithm on different databases are compared. Table I shows the comparison 
of algorithms on different data bases such as You Tube Data base, MBGC.  

TABLE I 
COMPARISON OF ALGORITHMS ON DIFFERENT DTABASE 

 
Algorithm You Tube DB MBGC 

Recognition 
Rate 

Time Recognition 
Rate 

Time 

Clustering Based Re 
ranking 

78 15.3 78.1 15.9 

Proposed 80 15 80.5 15.1 
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 According to the results, In You Tube Database, recognition rate of clustering based re ranking is 78% and the 
time to take the creation of composite rank list is 15.3 seconds. The proposed algorithm recognition rate is 80% and 
time to take the creation of Video signature is 15 seconds. 
 
 In MBGC, recognition rate of clustering based re ranking is 78.1% and the time is 15.9 seconds. The proposed 
algorithm recognition rate is 80.5% and the time to take the creation of video signature is 15.1 seconds. This result 
shows that the recognition rate and time of creation of composite rank list is most efficient in proposed algorithm using 
different databases. 
 

VI. CONCLUSION AND FUTURE WORK 
 

 The proposed video based face recognition algorithm is based on the observation that video signature can be 
created by combining the large information available within multiple frames of a video. The algorithm starts with 
creating a ranked list for every frame in the video using computationally efficient features. Multiple ranked lists across 
the frames are then optimized using artificial neural network, clustering based re-ranking and finally fused together to 
create the signature of video. The video signatures are compared using DCG measure.  In future work the neural 
network can be modified by Fuzzy C- means clustering algorithm and other classifiers. 
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