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ABSTRACT: One of the goals of Artificial intelligence (AI) is the realization of natural dialogue between humans and 

machines. In recent years, the dialogue systems, also known as interactive conversational systems are the fastest 

growing area in AI. Example for dialogue system includes Apple’s Siri, Microsoft Cortana etc. In this proposal, we 

have used the multi-model dialogue systems which process two or more combined user input modes, such as speech, 

image and manual gestures in order to design the Next- Generation of VPAs model. The new model of VPAs will be 

used to increase the interaction between humans and the machines by using different technologies, such as gesture 

recognition, image recognition, speech recognition, the vast dialogue and conversational knowledge base, and the 

general knowledge base.  
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I. INTRODUCTION 

 

Spoken dialogue systems are intelligent agents that are able to help users finish tasks more efficiently via spoken 

interactions. Also, spoken dialogue systems are being incorporated into various devices such as smart-phones, smart 

TVs, in car navigating system. Also, Dialogue systems or conversational systems can support a wide range of 

applications in business enterprises, education, government, healthcare, and entertainment. Personal assistants, known 

by various names such as virtual personal assistants, intelligent personal assistants, digital personal assistants, mobile 

assistants, or voice assistants.  Many companies have used the spoken dialogue systems to design their dialogue system 

device, such as Microsoft’s Cortana, Apple’s Siri, Amazon Alexa, Google Assistant. There are many techniques used 

to design the VPAs, based on the application and its complexity.   

Moreover, there are some companies and researchers that have attempted to improve their applications by using the 

Multi-modal dialogue technique to design the Next-Generation of dialogue systems. The Multi-modal dialogue process 

two or more combined user input modes, such as speech, pen, touch, manual gestures, gaze, and head and body 

movement. For example, In the Ford Model U Concept Vehicle, this system, including a touch screen and a speech 

recognizer, is used for controlling several non-critical automobile operations, such as climate, entertainment, 

navigation, and telephone. The prototype implements a natural language spoken dialog interface integrated with an 

intuitive graphical user interface, as opposed to the traditional, speech only, command-and-control interfaces deployed 

in some of the vehicles currently on the market. Also, Semio is a part of research at the University of Southern 

California: "Semio is developing a cloud-based platform to allow humans to use robots through natural 

communication-speech and body language. The platform allows developers to create and deploy speech/gesture-based 

applications to be executed by robots and allows non-expert users to access and use those robot applications through 

natural communication".  

In this proposal, we propose an approach that will be used to design the Next-Generation of Virtual Personal Assistants, 

increasing the interaction between users and the computers by using the Multi-modal dialogue system with techniques 

including the gesture recognition, image/video recognition, speech recognition, the vast dialogue and conversational 

knowledge base, and the general knowledge base. Moreover, our approach will be used in different tasks including 

education assistance, medical assistance, robotics and vehicles, disabilities systems, home automation, and security 

access control.  

 

II. RELATED WORK 

 

In [1] Optical Character Recognition (OCR) is a piece of software that converts printed text and images intodigitized 

form such that it can be manipulated by machine. The early OCR systems were criticized due to errors and slow 

recognition speed. In this paper, an overview of various techniques of OCR has been presented. An OCR is not an 

atomic process but comprises various phases such as acquisition, pre-processing, segmentation, feature extraction, 
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classification and post-processing. In [2] the authors developed a model called Lizzy, which is fully working Virtual 

Personal Assistance, which can perform task in offline condition. This model converted text to speech and speech to 

text. In online condition Lizzy gets more resources to work with. Also, any peripherals connected to Raspberry pi can 

be control with this Virtual Personal Assistance, just by giving command. In [3] This paper tells us about a handy 

keyboard that is used to type in character by recognizing hand gesture keyboard are currently the most universally 

accepted computer input device. They may be wired, wireless or virtual, but the chances are that you are within a few 

centimetre of a keyboard right now. In this project, we describe aptly named the gesture keyboard which as the name 

suggest converts gesture into keystrokes. Gesture keyboard sending signals to the computer, together with a python 

library using scikitlearn’s SVM (support vector machine) algorithm the system captures motion and transform them 

into character that appear on screen. In [4] This paper presents a usability of four virtual personal assistant voice-based   

and contextual-text (Google Assistant, Cortana, Alexa, Siri). In this paper a survey was made on virtual personal 

assistants to validate the real potential of all the assistants. In comparison to all virtual assistant, google assistant was 

found to be more accurate with 59.08%. In [5] In this paper they have presented the design of the voice-based 

navigation system for blinds using voice recognition module ang GPS module implemented on Arduino board. The 

blind people give input destination as input to voice recognition module. GPS module continuously receives latitude 

and longitude of the current location. The blind person receives the pronounced directions which he needs to follow to 

reach the destination. 

[6] In thia a Hand Gesture Recognition System uses a sign language in the form of hand gestures to type character on 

computer screen. Blinds face problem in reading and writing. They cannot access computer independently because of 

difference in communicating medium. By using this system user can write the letter on the screen in both English and 

braille font together efficiently using flex sensors attached to gloves. To recognize errors an error recognition module is 

added along with auto correct module. 

 

III. PROPOSED ALGORITHM 

 

 We propose a system which is capable of controlling the device with not only speech but also image input and 

gesture input and as an add on demonstration we will be adding up home automation.  

 Image input is done by OCR which converts the text on image to command.  

 The gesture-based input is a wireless device which connects via Bluetooth and if we write on air it reads and 

understands the image.   

 

A. Design Considerations: 

We have two operating devices. One is the device controlling by raspberry pi and the other is the gesture remote 

controlled by Arduino. Here we have 3 modes of input given to the raspberry pi for personal assistant. Those three 

modes are Camera, Microphone and gesture. Mode switch is connected to the raspberry pi. Mode Switch is to say to 

raspberry pi, which mode of input we will give out of 3 inputs. After we select the input mode as camera mode then 

camera will activate and capture image convert image to text and analyse, then switch the appliances on/off. Similar 

way, if voice input mode is selected then voice is given via microphone and analyse the voice and convert it to text and, 

then switch the appliances on/off. If gesture input mode is selected, then based on gestures on Arduino with 

accelerometer transmits texts to raspberry pi via Bluetooth and the text is analysed and appliances is turned on/off. 

      

IV. PSEUDO CODE 

 

We have two operating devices. One is the device controlling by raspberry pi and the other is the gesture remote 

controlled by Arduino. Here we have 3 modes of input given to the raspberry pi for personal assistant. Those three 

modes are Camera, Microphone and gesture. Mode switch is connected to the raspberry pi. Mode Switch is to say to 

raspberry pi, which mode of input we will give out of 3 inputs. After we select the input mode as camera mode then 

camera will activate and capture image convert image to text and analyze, then switch the appliances on/off. Similar 

way, if voice input mode is selected then voice is given via microphone and analyze the voice and convert it to text and, 

then switch the appliances on/off. If gesture input mode is selected, then based on gestures on Arduino with 

accelerometer transmits texts to raspberry pi via Bluetooth and the text is analysed and appliances is turned on/off. 

 

V. SIMULATION RESULTS 

 

In this proposal, we have presented the approach and tested this approach by using many tools, technologies, and 

speech corpus. Also, we have worked on both hardware and software sides at the same time. On the hardware side, we 

started our work by collecting all tools and devises that would be used in the system, the mini board with CPU and 

LCD, the camera and microphone. The software side, we have tested each model with different cloud severs, such as 
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Google cloud, then we will connect all models together to test the system in the final stage. After testing the system and 

according to the results of the models (ASR Model, Gesture Model, Graph Model, Interaction Model), we found that 

the whole concept of this system is the best solution for Next-Generation of Virtual Personal Assistants by adding some 

improvements in the hardware and software in the final stage. To achieve the final stage and all these improvements to 

the new system with high accuracy, we need funding from an organization that will work with us to improve the system 

by funding the new hardware devises that have high accuracy, as well as the tools and cloud severs that we will need 

for testing the new system. 

 

VI. CONCLUSION AND FUTURE WORK 

 

This proposal introduces the structure of Next-Generation of Virtual Personal Assistants that is a new VPAs system 

designed to converse with a human, with a coherent structure. This VPAs system has used speech, graphics, video, 

gestures and other modes for communication in both the input and output channel. Also, the VPAs system will be used 

to increase the interaction between users and the computers by using some technologies such as gesture recognition, 

image/video recognition, speech recognition, and the Knowledge Base. Moreover, this system can enable a lengthy 

conversation with users by using the vast dialogue knowledge base. Moreover, this system can be used in different 

tasks such as education assistance, medical assistance, robotics and vehicles, disabilities systems, home automation, 

and security access control. Also, it can be a satisfactory solution that can be used by applications, such as responding 

to customers, customer service agent, training or education, facilitating transactions, online shopping, travelling 

information, counselling, tutoring system, ticket booking, remote banking, travel reservation, Information enquiry, 

stock transactions, taxi bookings, and route planning etc. In the end, to achieve the final stage and all these 

improvements to the new system with high accuracy, we need funding from an organization that will work with us to 

improve the system by funding the new hardware devises that have high accuracy, as well as the tools and cloud severs 

that we will need for testing the new system. 
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