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ABSTRACT: Detecting human beings accurately in a video surveillance system is crucial for diverse application areas
including abnormal event detection, human giant characterization, person identification, gender recognition, fall
detection in elderly people etc. In existing system the first step of the detection process is to detect an object which is in
motion. Detecting a human being has two methods. Object detection is performed by background subtraction, optical
flow and spatio temporal filtering techniques. Once object detected then classifying as a human being using shape-
based, texture-based or motion-based features. In this paper we are proposing a fast and resourceful algorithm to detect
humans in a surveillance video. Here we have used hog features to detect humans in a surveillance video. Once object
detected classifying the moving object by AdaBoost classification algorithm. This algorithm can have applied to real
time systems due to the low time complexity and increasing the performance of the system.
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I. INTRODUCTION

The problem of object detection is to decide whether a explicit object within a class of objects is contained in an image
or not. This problem can be seen as a counterpart between the object model and a set of descriptors, which are extracted
from an image test. This over simplification, as easy as it seems to be, is able to explain the existence of multiple
approaches that depends on the selection of object descriptors, type and difficulty of its model, and the methods used
for the learning and similar object model. Outside being a general problem in computer vision, object detection is an
main tool for many applications. It is used in video observation, digital image databases, and largely for difficult
robotic tasks as in our case. Person detection is mostly complicated, mainly because of the high inconsistency of
appearances and feasible situations. The problem is to find a depiction of a human that is both suitably generic to cover
all types of situations, and suitably discriminative for humans. For this, we generally use an transitional representation,
based on the calculation of one or more features, taken from the information contained in the only values of the image
pixels. In this paper, we calculate the problem of person detection from images taken by a CCD camera. Several
approaches have been implemented in synchronized, to perform an capable and fast detection, in order to be used in
independent routing tasks. This work has been done in the context of independent moving system project of NCRM
team, in CDTA.

Il.  RELATED WORK

Human detection using window scanning method is one of the basic methods to detect human objects in a video,
which scans all possible windows in a frame detect the objects [1]. To reduce the time complexity of window scanning
method particle swarm algorithm is used [2]. Disadvantage of particle swarm optimization algorithm is the low
accuracy. Many supervised learning algorithms have proposed for detecting human object from an image [3, 4, 5, 6].
Tuzel et al. [7] used covariance matrices as object descriptors. In [8], optical flow patterns were used which is trained
using SVM. In [9], moving pixels are grouped in to blobs and using shape features these blobs are classified in to
human or non human objects. Gavrila and philomin compared edge images using chamfer distance for human detection
[10]. Mikolajczyk et al [11] parts based human detection method containing detectors for front and side profiles of
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upper and lower body parts, heads and faces. There are existing systems which uses filters such as particle filters [12],
Kalman filters [13] and HMM (Hidden Markov Model) filters [14] to track humans in video.

Obiject detection, tracking and segmentation are three fundamental tasks in computer vision. In this chapter, we review
a number of relevant works in literature related to the two tasks. We present prominent works in object detection
including several of the most popular object detectors, together with a few recent methods that leverage unsupervised
learning for object detection. We also present some object tracking work in two classes; single object tracking and
multi-object tracking. In addition, we present object segmentation work including early approaches and recent graph
optimization approaches. We discuss their respective advantages and drawbacks and describe where our work fits into
the context of these methods.

1. PROPOSED WORK

Here we are used HoG features and correlation based method to detect humans in video frame. For human detection in
surveillance video, HoG features are extracted all candidate frames from the given input video. This reduces time
required to detect the human objects in the video frames. In general case the candidate frames are selected in frequent
intervals. For our research we have selected the interval as N, where N=number of frames per second. If we have the
information about the surveillance area in earlier, strip based method for candidate frame selection can be used. Hog
descriptor is that the local appearance and shape of object in an image can be described by the intensity distribution of
gradients or direction of the contours. The HOG descriptor has some key advantages. Since it operates on localized
cells, the method maintains the invariance to geometric and photometric transformations. We implemented the HOG
descriptor on Matlab DIP libraries .

Block diagram

Select video > Select » HOG Feature
split frames candidate extraction
Detect |¢ Back Ground |¢ AdaBoost
classifier

Figl : Human detection system
A. SPLIT FRAMES:

Splitting frames from the selected input video. The purpose of this step is to prepare the adapted video frames by
removing noise and unnecessary objects in the frame in order to increase the amount of in sequence gained from the
frame. Preprocessing of a image is a process of collecting trouble-free image processing tasks that change the
unprocessed input video information into a format. This can be processed by subsequent steps. Preprocessing of the
video is required to improve the detection of moving objects.

B. SELECT CANDIDATE FRAME:

Select Candidate Frame Detection Background subtraction is mainly a normally used technique for motion
segmentation in static video. It attempts to detect moving regions by subtracting the present image pixel-by-pixel from
a mention background image that is created by most of images over time in an initialization period. The pixels are
classified as foreground where the dissimilarity is above a threshold. After creating a foreground pixel map, some
morphological post doling out operations such as erosion, dilation and closing are perform to reduce the effects of noise
and enhance the detected regions. The proposal background is reorganized with new images over time to adapt to
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dynamic scene changes. There are different methods to the basic scheme of background subtraction in terms of
foreground section detection, background preservation and post processing.

C. HOG FEATURE EXTRACTION:

Histograms of Oriented Gradients (HoG) features are used to get a fast and exact human detection system. The features
used in our method are HoGs of variable-size blocks that extract orientation of edges in human images automatically.
Using AdaBoost classifier, the suitable block is identified from the set of variable size boxes as the detestation window.

D. ADABOOST CLASSIFIER:

AdaBoost classifier, used the suitable block is identified from the set of variable size boxes as the contempt window
AdaBoost is sensitive to noise. In some troubles it can be less vulnerable to the over fitting problem than other learning
algorithms. The personality learners can be poor, but as long as the presentation of each one is somewhat better than
random guessing, the final model can be verified to converge to a strong learner.

E. BACK GROUND:

The background subtraction system is used to grant foreground image during the threshold of difference image between
the present image and mention image. As the reference image is the before frame, this method is called temporal
differencing. The temporal differencing is very adaptive to active environment. Background elimination was agreed

away using mean squared error concept.
V. EXPERIMENT RESULT

Experimental results prove that our system is fast and have high success rate in human detection. From the experiments
we have achieve more than 86% of detection rate. Some videos are taken for the experiment. HOG feature extraction
method can also detect to some extent occluded human objects. Results of detection for some videos

Step: 1 This is the first GUI that appears when we execute the project in MATLAB. It consist of six push buttons select
a video split frame, select candidate frame, HOG feature extraction, AdaBoost classifier, background, detect.
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Fig: 2 Basic GUI.

Step2:Load the given KTH data set in the system and select the video from that data base and split into frames.
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Flg 3: Selectlng V|deo from the KTH data base.

Step:3 Select the candidate frame from the splitting video for initializing extensions.

Flg 4: Select candidate frame

Step: 4 Feature extraction :
The Histogram of Oriented Gradient (HOG) feature descriptor is popular for object detection. We compute the

HOG descriptor and display visualization.
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FlgB HOG feature extraction.
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Step:5 Classification:

Applying adaboost classifier on training set. If a training pattern is accurately classified; then its chance of being

used again in a subsequent component classifier is reduced. Conversely, if the pattern is not accurately classified, then
its chance of being used again is raised.

Fle Ede ‘ew lasen Tool D

<
o4,

03
ozp

61

Fig6: ‘Iassification using AdaBoost algorithm

Step6: To detect the humans for threat assessment. The target intruder is classified as human or animal or vehicle
based on the height to width ratio (H/W) of the moving object detected during background subtraction.
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Fig7: Background detected

Step7: in the last step click on detect, we observe background subtraction, edge detection, local variant and the
boundaries if the selected frame. Finally run the movie player, the human is detected
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Fig 8: human is detected.

V. CONCLUSION

A video monitoring detecting system was thus developed successfully in this project. This system mainly provides an
efficient method for surveillance videos for detecting a human. Thus action based change recognition in .avi video
format was completed and effectively implemented. We propose an instance based method for human detection in
videos, which is motivated by a wide range of applications. An implementation and system design of a prototype
system developed for testing purposes is reviewed in this report as well. In this paper, a human detection algorithm
based on the mixture of sequential information and shape information is designed. Initially, moving objects are detected
using the proposed background elimination technique. Secondly shape information is used to discriminate human body
and other moving object and the outside rectangle of moving object is computed using the maximum width and height
value of the moving regions.
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