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 ABSTRACT: Plant identification based on deep learning received many attention and effort from the research 

community with many promising results. It becomes an active trend in the recent years. We apply Convolutional 

Neural Network (CNN) to recognize Vietnamese medicinal plant images in this paper. Different frameworks are 

evaluated such as: VGG16, Resnet50, InceptionV3, DenseNet121, Xception and MobileNet. The highest accuracy 

reached by Xception with 88.26%. We might think this approach will greatly contribute to the discovery and 

conservation of valuable medicinal plants. 
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I. INTRODUCTION 

 

Plants is a main source of food as well as a major source of medicine. We all consumed plants and their related products to 

support our daily nutrition. Most of the world’s population relied on plant-based measures to meet the healthcare needs, 

such as their traditional medicine, or as complementary and al- ternative medicine. Human needs to have a good 

understanding of plant to distinguish and recognize different plant species. This helps to promote the pharmaceutical 

industry and protect the ecosystem. Thus, the sustainable development also allows to increase the agricultural productivity. 

The advancement of computer vision methods has been introduced for plant recognition automatically. An industrial 

application on mobile devices have been highly appreciated by users such as LeafSnap [1] or Pl@ntNet [2] for identi- 

fying plants. Among them, deep learning method is gained a good achievement. Most researchers attempted to extract local 

features from leaves, flowers, and bark for plant classification by using characteristic variation of leaves. There are several 

datasets are released, for example, the Swedish leaves dataset 

 

[3] with 75 leaves per species, Flavia dataset [4] with 1,907 leaf images of 32 different species. However, these datasets 

consist of single leaf which were scanned on a simple back- ground, so it gives very high results by using hand-crafted 

algorithms to extract features. Moreover, a single image of plant in a complex background composed with many leaves, 

flowers or trees is needed to further investigate. However, hand-crafted features are limited in this case and many pre- 

processing steps need to consider. The identification results are very poor by using SURF and SIFT descriptors [5] on 

the VNPlant-200 dataset. These images are naturally acquired a real environment. 

  

In recent years, the CNN model has had tremendous suc- cess, it has been playing a principal role to understand the 

various features of images. We apply CNN models, such as Resnet50 and DenseNet to enhance the accuracy rate on the 

VNPlant-200 dataset [5]. This paper is organized as follows. Section 2 presents the related works. Next, section 3 and 

section 4 introduce the method and experimental results, respectively. Section 5 gives perspective and conclusion. 

 

II. RELATED WORKS 

 

Computer vision methods help people to recognize plant accurately and easily. We simply need a smartphone to obtain a 

plant’s information from queried images. Plant identification applications are first based on many elements such as a plant’s 
leaves, roots, flowers, and bark. The authors in [6] identified plant via its bark by proposing a new descriptor, namely 

Gradient Local Binary Patterns. Fekri-Ershad [7] improves Local Ternary Pattern and Multi layer network for bark texture 

recognition. Zhang et al. [8] suggested a method by fusing SVD with sparse representation (SR) for tree classification. 

The reliability is not high when identifying plant based on a single part such as flowers or leaves. Shanwen Zhang et al. 
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[9] introduced a method of combining flowers and leaves for identification. The team used the Modified local discrim- 

inant Canonical Correlation analysis (MLDCCA) method to extract the characteristic from the two flower and leaf organs, 

resulting in a high accuracy of 92.73% (Euclidean distance, respectively). The leaves of tree contain valuable information 

for plant identification. In the work of two authors F. Mostajer Kheirkhah and H. Asghari [10], they applied GIST texture 

features to extract local features. The main characteristics will then be selected using the Principal Component Analysis 

method. In the classification step, the authors use three algo- rithms that are KNN, SVM and PatternNet network. The best 

results on the Flavia data set when using GIST in combination with PCA were 98.7%. Another study [11] that used texture 

of bark and its color to characterize textual information.  Deep learning based on CNNs provided a promising result for 

many related tasks in machine vision in the recent years [12]. The use of deep learning methods will give more accurate 

results than conventional methods in a natural environment. 

 

Lee et al. [13] used deep learning method by using and com- bining two specific extraction methods, Convolutional Neural 

Network (CNN) based on conv-max pool-convaverage pool-fc- fc and Deconvolutional Network (DN) architectures. CNNs 

do not require to use hand-crafted features as traditional approach. Geetharamani el al. [14] proposed a deep convolutional 

neural network framework that achieved a good result for leaf plant disease recognition. Lee et al. [15] introduced a CNN 

method to taxon classification based on leaf images of 44 species. 

 

Alex Olsen et al. [16] have had grass identification studies all over Australia. They used an automated robot with a camera to 

capture images of grass in parts of Australia by using Inception-v3 and ResNet-50 frameworks on the actual dataset of 

weed. Xiao el al. [17] studied on real-world plant species identification by using deep CNN on the BJFU100 dataset. 

All images of this database are captured by mobile devices at Beijing Forestry University campus. 

 

III. METHOD 

 

We apply the CNN models, advanced computer vision solutions and transfer learning method to classify images of 

Vietnamese medicinal plants. 

 

A.  Convolutional Neural Network 

    Deep Learning (DL) has grown extremely fast which is mainly based on a huge training data. The most used database 

for DL was ImageNet with 1.2M images with 1,000 different classes. Many of the DL models won the ImageNet 

LSVRC competitions as AlexNet [18], GoogLeNet [19], VGG [20]. Other alternatives and more efficient advanced 

architectures have been proposed, including DenseNet [21], FractalNet [22], Inception units [19], [23], and Residual 

Networks [24]. It can achieve a better performance than conventional methods. CNN’s architecture included an input layer, 

multiple alternat- ing convolution layer, aggregated or sub layer, and non-linear layers. The second layer included a small 

number of fully connected layers while the final layer is usually a softmax classification layers (as figure 1). 

 

 
 

Fig. 1. An illustration of CNN. 
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B. State of the art models 

VGG16: is a first deep neuron architecture after a success of Alexnet. VGG team did stack of many convolutional and 

full connected layers together and archived better performance. by utilizing the smallest inception filter of 3 × 3 

convolutional filters. VGG16 achieves the top-5 accuracy on the ImageNet[25] dataset which consists of more than 14 

million images of 1,000 classes. Figure 2 presents the overall of VGG16 architecture. 

 

Fig. 2. The architecture of VGG16. 

 

Inception module’s idea is to concatenate many optimal local structures with high correlation analyzed from previous 

layer. It used a various size of convolutional operator such as 1 × 1, 3 × 3, 5 × 5 and fusing techniques. They are likely to be 

types of multi-scale presentation in pyramid scheme. For the Inception with reduction design, it allows increasing several 

nodes at each layer without effecting to next computation layer. This network is totally extended to 22 layers with pre- 

trained parameters (see figure 3). 

 

Fig. 3. Inception block. 

 

 Resnet: declared that originally H(x) is predicted mapping function which learns a mapping from input to output. Alter- 

natively, let define another mapping F (x) = H(x) − x and so again H(x) = F (x) + x. Now H(x) – residual function - is 

easier to optimize with reference to the layer input.  

 

This formula is also a type of shortcut connection which borrows in Long Sort Term Memory network by bringing a 

flow of memory from an input to output layer. For the ResNet-50 model, simply replace each two-layer residual blocks 

with a three-layer bottleneck block which uses 1 × 1 convolutions. This allows to reduce and subsequently restore the 

channel depth and computational load when calculating the 3 × 3 convolution (see figure 4). 
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Fig. 4. Resnet 50 block. 

 

DenseNet: is a recent proposed network for visual object identification. It is like Resnet by composing of dense blocks 

and transition layers. Stacked dense block- transition layers- dense block- transition layers. With traditional CNN, if we 

have L layer, we have L connection, and in densenet, we have L(L + 1)  =  2 connection. The Fig. 5 shows the DenseNet 

architecture. 

 

 

Fig. 5. The architecture of DenseNet. 

 

Xception [26] is proposed to replace Inception module by using depth wise separable convolutions. This network began 

separating the two slightly by using 1×1 convolution to project the original input into smaller input spaces and using different 

type of filter to transform those smaller 3D blocks of data. 

 

MobileNet: in recent years, AI built-in mobile device is ex- tremely interesting to research community. Although 

achieving a great computation and storage capability for smart phone, it cannot compare with computer. Light neuron 

network with accepted accuracy is necessary. Howard at al. [27] introduced the MobileNet for mobile and embedded device 

which allowed to adjust hyper-parameter to be suitable for specified applica- tions. 

 

IV. EXPERIMENTAL RESULTS 

 

A. Data Preparation 

The VNPlant-200 dataset contains total of 20,000 images of medicinal plant which belongs to 200 categorizes. All labeled 

images from this dataset were partitioned into 50 : 10 : 40 corresponding to the training, validation, and testing sets. The 

images size of 256 × 256 pixels are considered randomly augmented for each training and validation subset. Next, the 

images are flipped horizontally and then cropped to the images size of 224 × 224 pixels. The Table 1 shows several classes 

of the VNPlant-200 dataset. 

 

 TABLE I 

SEVERAL SELECTED SPECIES OF VNPLANT-200 DATASET. 

 

 
 

(A)- Costus speciosus 
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(B)- Jatropha gossypiifolia 

 

 
 

(C)- Dioscorea persimilis 

 

 
 

(D)-Euphorbia pulcherrima 

 

 
 

(E)- Pandanus tectorius 

 

 
 

(F)- Phyllanthus Reticulatus Poir 

 

 
 

(G)- Pluchea pteropoda Hemsl 

 

 
 

(H)- Tacca subflabellata 

 

 
 

(I)- Psychotria reevesii Wall 

 

B. Experimental setup 

Six deep learning models, such as VGG16, VGG19, Resnet50, InceptionV3, Densenet121, Xception and Mo- 

bileNetV2 are applied to train on VNPlant-200 dataset. All available models in Keras and Tensorflow 2.2 have 

initialized as pre-trained model to learn new leaf features. Their original ImageNet trained architectures have been 
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slightly modified to classify 200 species. The experiment and analysis are carried out on the PC cadenced at i7 

processor, 16GB RAM and Gefore RTX 2060 GPU memory. Due to CNN models needed 

 

TABLE II 

Classification performance (accuracy) by deep learning approaches the VNPlant-200 dataset. 

 

Models Accurac

y 

VGG16 76.00 

InceptionV3 82.50 

MobileNetV2 87.92 

Resnet50 88.00 

Densenet121 88.00 

Xception 88.26 

 

TABLE III 

Classification performance (accuracy) by using local image descriptor on the VNPlant-200 dataset in [5]. 

 

 SURF SIFT 

Accuracy 21.00 28.00 

 

to be trained by a large data, we have adopted Keras’s open source data enhancement techniques. This technique helped to 

rotate, zoom, and resize the current images into 224 × 24 × 3 dimension. This technique is developed to reduce overfitting 

for deep learning models. 

 

V. RESULTS 

 

The goal of this research is to propose a CNN-based method for large scale plant classification. The experimental models 

are VGG16, Resnet50, InceptionV3, Xception, DenseNet121 and MobileNetV2. The pre-trained model on ImageNet 

dataset are applied with the same configured weights by 200-neuron fully connected layer. The Adam optimization [28] 

and Early Stopping [29] techniques are applied with initial learning-rate was set to lr = 0.0001. During training stage of six 

deep CNNs, we have required 100 epochs of training to achieve a satisfying validation accuracy. The results are 

presented in Table 2, which shows that the Xception model reached 88,26% and outperforms other models. The obtained 

results are compared with those in table 3. We see that the deep learning-based method significantly outperforms the 

traditional approach by using hand-crafted features. 

 

VI. CONCLUSION 

 

Plant identification plays a major part in the research of medicinal plants and botany. We used deep learning CNN 

models (VGG16, Resnet50, Inceptionv3, DenseNet121, Xcep- tion and MobileNetV2) and the VNPlant-200 are trained 

on a pre-trained model. We classified 200 different leaf layers and significantly improved the classification performance. 

Al- though performance of the system is good enough, we believe that the performance could be enhanced by adding 

more images and adding more layers. 
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