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ABSTRACT: For opinion mining and sentiment analysis micro blogging web sites are very rich resource. In recent 
years these web sites become very much interesting and popular communication tool among millions of internet users. 
There has been a surge of user generated information along with the rise of social networking era. In sites like twitter, 
facebook and instagram etc, billions of people will share their opinion and thoughts daily because of its extra features, 
characteristics and also short and simple manner of expression. There is a scope for a large way in a social media and 
micro blogging websites as exploring the challenges offered by informal and micro blogging sites. In this paper we 
proposed an architecture that aims at developing a standard model for gathering and analyzing the customers 
sentimental data from social media, in this we are considering Twitter social network. Twitter currently receives about 
190 million tweets a day so it will be useful for us to analyze the sentiment of users. In this paper we are capturing the 
tweets corresponding to the attributes of a product and voice of the user/customer is separated according to the 
particular attributes based on attributes list. 
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I. INTRODUCTION 
 
The past few years have witnessed a huge growth in the use of micro blogging platforms. Popular micro blogging 

websites like Twitter, facebook and instagram etc have evolved to become a source of much more information. 
Encouraged by the growth of micro blogging platforms, organizations are exploring ways to mine social media for 
gathering information about how people are responding and giving feedback to their products and services. Many 
researches has been carried out on how sentiments are expressed in formal text patterns such as product or movie 
reviews and news articles, but there is no much more inventions and researches on how sentiments are expressed when 
it comes to informal language and message-length constraints of micro blogging. It is evident that the advent of these 
real-time information networking sites like Twitter have explored the creation of an unequalled public collection of 
opinions about every global entity that is of interest. Although Twitter may have access for an excellent channel for 
opinion creation and presentation, it poses newer and different challenges and the process is incomplete without adept 
tools for analyzing those opinions to expedite their consumption. 

It has become a popular micro blogging service that has a large and rapidly growing user base where users create 
status messages called tweets. Users use these tweets updating what is on their mind and they express their opinion 
towards products, services, events and other Twitter users they are interested in. As an extensive source of real-time 
information the public timeline of twitter displays tweets of all users worldwide. The basic concept behind micro 
blogging is to provide personal status and opinion updates on several topics and products. But the current scenario 
surprisingly witnesses tweets covering everything under the world, ranging from current political affairs to personal 
experiences. Movie reviews, travel experiences, current events etc. add to the list. Tweets are different from others in 
its basic structure. While reviews are characterized by formal text patterns and are summarized thoughts of authors, 
tweets are more casual and restricted to 140 characters of text. The main objective of this research is to analyze the 
effectiveness of various popular classifiers and identify the more suitable classifier(s) for Twitter that could ease the 
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process of classifying sentiments in tweets. A sentiment can be defined as a personal positive or negative feeling. 
Opinion mining is the computational technique for extracting, classifying, understanding, and assessing the opinions 
expressed URL various contents. There is a scope for a large way in a social media and micro blogging websites as 
exploring the challenges offered by informal and micro blogging sites. Sentiment analysis refers to the broad area of 
natural language processing which deals with the computational study of opinions, sentiments and emotions expressed 
in text. Sentiment Analysis (SA) or Opinion Mining (OM) aims at learning people’s opinions, attitudes and emotions 
towards an entity. The entity can represent individuals, events or topics. An immense amount of research has been 
performed in the area of sentiment analysis. But most of them focused on classifying formal and larger pieces of text 
data like reviews. With the wide popularity of social networking and micro blogging websites and an immense amount 
of data available from these resources, research projects on sentiment analysis have witnessed a gradual domain shift. 
In this paper we proposed an architecture that aims at developing a standard model for gathering and analyzing the 
customers sentimental data from social media, in this we are considering Twitter social network. Twitter currently 
receives about 190 million tweets a day so it will be useful for us to analyze the sentiment of users. In this paper we are 
capturing the tweets corresponding to the attributes of a product and voice of the user/customer is separated according 
to the particular attributes based on attributes list. 

 
II. LITERATURE SURVEY 

 
Geetika Gautam et.al [1] proposed a Sentiment Analysis of Twitter Data Using Machine Learning Approaches and 

Semantic Analysis. They pre-processed the dataset, after that extracted the adjective from the dataset that have some 
meaning which is called feature vector, then selected the feature vector list and thereafter applied machine learning 
based classification algorithms namely: Naive Bayes, Maximum entropy and SVM along with the Semantic Orientation 
based Word Net which extracts synonyms and similarity for the content feature. Finally they measured the performance 
of classifier in terms of recall, precision and accuracy.  Alec Go et.al [2] which has attempted machine learning 
algorithms like Naive Bayes, Maximum Entropy and SVM on Tweet data the features being Unigrams, bigrams, POS 
tags etc. The work used emoticon features to build training sets for classifiers and was able to prove the effectiveness of 
machine learning techniques on Twitter data with their classification accuracy being the best at 82.2% for unigrams. 
Petrovic et.al [3] contributed to twitter sentiment extraction by creating a huge corpus. They streamed data using 
Twitter API and segregated and categorized them. Most of the works on extracting twitter sentiment have utilized this 
dataset until early 2013 when all public Twitter datasets had to be withdrawn as per the notification from Twitter 
authorities. A two step classification approach, which first classifies messages as subjective and objective, and further 
distinguishes the subjective tweets as positive or negative attempted to filter the neutral tweets before performing a 
binary classification. They proposed a polarity based classifier which extracted the Meta information contained in the 
tweets and the model outperformed unigrams for small training data size. Connor et.al [4] had collected over one 
billion tweets over 2008-09 on three political topics, analyzed and compared the results to facts. Presence or absence of 
sentiment bearing words were the features extracted. They used correlation analysis to highlight the potential of text 
streams in reflecting traditional polling results. The results varied across datasets, with correlations are as high as 80 
percent. 

 
III. METHODOLOGY 

 
Figure 1 represents the proposed architecture. Many steps has to be fallow to gather and analyze the sentiment of 

users, firstly we have to go for Retrieval of tweets. As twitter is the most exaggerated part of social networking site, it 
consists of various blogs which are related to various topics worldwide, Instead of taking whole blogs; we will rather 
search on particular topic and download all its web pages then extracted them in the form of text files. Then next start 
with Pre-processing of extracted data from the twitter, this stage consists of URL elimination, tag elimination POS 
tagging. After pre-processing will go for Sentiment Analysis in which will consider data from pre-processing as input, 
in this phase will make use of Naive Bayes and maximum entropy methods for sentimental analysis. These analyzed 
data is subjected to tweet sentiment scoring model Based on the dictionary assignment of score, the proposed system 
interprets whether the tweet is positive, negative or neutral.  
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A. RETRIEVE TWEETS 
Interface is provided by the twitter platform, the Twitter API, which connects website or application with the 

worldwide conversation happening on Twitter. As twitter is the most exaggerated part of social networking site, it 
consists of various blogs which are related to various topics worldwide, Instead of taking whole blogs; we will rather 
search on particular topic and download all its web pages then extracted them in the form of text files. We initially 
stream a large number of tweets based on filter key words which are related to popular voice based conversation in the 
market using the streaming API. The streaming API serves as an access provider to the immense volume of Twitter 
data. Streaming connection runs as a separate process apart from the process which handles HTTP requests. The 
streaming process after successfully establishing a twitter connection retrieves the input tweets which are subjected to 
filtering if any, and stores the result to a data store. In responding to a customer request, the HTTP handling process 
queries the data store and gives the results. 

 
B. PRE-PROCESSING  

After retrieving tweets from the twitter need to perform pre-processing for those retrieved tweets. We prepare the 
transaction file that contains opinion indicators, namely the adjective, adverb and verb along with emoticons specially 
we have taken a sample set of emoticons and manually assigned opinion strength to them. Also we have to identify 
many emotions explorer, namely, the percentage of the tweet in Caps, the length of repeated sequences & the number 
of exclamation marks, amongst others. Then, will pre-process all the tweets as below 

 Eliminate all URLs (e.g. www.w3school.com), hash tags (e.g. #text), targets (@username), and special Twitter 
words (“e.g. RT”). 

 Percentage of the tweet in Caps has to be calculated. 
 Correct spellings; A sequence of repeated characters is tagged by a weight. We do this to differentiate between 

the regular usage and emphasized usage of a word. 
 Replace all the emoticons with their sentiment polarity. 
 Remove all punctuations after counting the number of exclamation marks. 
 Using a POS tagger, the NL Processor linguistic Parser, we tag the adjectives, verbs and adverbs to those 

emotions. 
 

 
Figure 1: Block Diagram of Proposed System.

 

http://www.w3school.com),
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C. SENTIMENT ANALYSIS 
A sentiment can be defined as a personal positive or negative feeling. In this paper will make use of Naive Bayes 

and maximum entropy technique for sentimental analysis of customer in a twitter. 
I. NAIVE BAYES 

In training and classifying stage Naive Bayes is used for its simplicity. It is a probabilistic classifier and can learn 
the pattern of examining a set of documents that has been categorized. It compares the contents with the list of words to 
classify the documents to their right category. Nave Bayes Classifier makes use of all the features in the feature vector 
and analyzes them individually as they are equally independent of each other. 

퐶∗ = 푎푟푔푚푎푐 푃 (푐|푑)																																				(1) 

푃 (푐|푑) =
푃(푐)∑ 푃 (푓|푐)

( )

푃(푑) 															(2) 

  
 
Class 퐶∗is assigned to tweet d, where, f represents a feature and 푛( ) represents the count of feature푓  found in tweet d. 
There are a total of m features. Parameters P(c) and P(푓|푐) are obtained through maximum likelihood estimates which 
are incremented by one for smoothing. Pre-processed data along with extracted feature is provided as input for training 
the classifier using naïve bayes. Once the training is complete, during classification it provides the polarity of the 
sentiments. For example for the review comment “I am happy’ it provide Positive polarity as result. It does not 
consider the relationships between features. So it cannot utilize the relationships between part of speech tag, emotional 
keyword and negation. The Naive Bayes classifier is a probabilistic model based on the Baye’s theorem, which 
calculates the probability of a tweet belonging to a specific class such as neutral, positive or negative. This assumes that 
all the features are conditionally independent. 
 

II. MAXIMUM ENTROPY 
 

The idea behind Maximum Entropy models is that one should prefer the most uniform models that satisfy a given 
constraint. Maximum Entropy models are feature-based models. In a two- class scenario, it is the same as using logistic 
regression to a distribution over the classes. Maximum Entropy makes no independence assumptions for its features, 
unlike Naive Bayes. This means we can add features like bigrams and phrases to Maximum Entropy without worrying 
about features overlapping. The model is represented by the following: 

푃 (푐|푑,휆) =
(exp[∑ 휆 푓 (푐,푑))]
∑ exp[∑ 휆 푓 (푐,푑)]′

																			(3) 

In this formula, c is the class, d is the tweet, and ¸ is a weight vector. The weight vectors decide the significance of a 
feature in classification. A higher weight means that the feature is a strong indicator for the class. The weight vector is 
found by numerical optimization of the lambdas so as to maximize the conditional probability. We use the Stanford 
Classifier to perform Maximum Entropy classification. For training the weights we used conjugate gradient ascent and 
added smoothing. 

 
III. TWEET SENTIMENT SCORING MODEL 

In tweet sentiment scoring model will group adverb and adjective as one group and named as adjective group and 
similarly verb and corresponding adverb in another group and will name it as verb group The adjective group strength 
is calculated by the product of adjective score (푎푑푗 )and adverb (푎푑푣 )score, and the verb group strength as the 
product of verb score (푣푏 )andadverb score (푎푑푣 )Sometimes, there is no adverb in the opinion group, so the S (adv) is 
set as a default value 0.5 To calculate the overall sentiment of the tweet, we average the strength of all opinion 
indicators like emoticons, exclamation marks, capitalization, word emphasis, adjective group and verb group as shown 
below: 

푆(푇) =
(1 + (푝 + log(푁 ) + log(푁 )) /3)

|푂퐼(푅)| ∗ 푠(퐴퐺 ) + 푆(푉퐺 ) +푁 ∗ 푆(퐸 )
| ( )|

(4) 

Where, 
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|OI(R)| denotes the size of the set of opinion groups and emoticons extracted from the tweet, 푝  denotes fraction of 
tweet in caps, Ns denotes the count of repeated letters, 푁  denotes the count of exclamation marks, 푆(퐴퐺 )denotes 
score of the i th adjective group, 푆(푉퐺 ) denotes the score of the ith verb group, 푆(퐸 ) denotes the score of the ith 
emoticon 푁  denotes the count of the ith emoticon. 
By using equation (4) we can calculate the strength of the tweet as 

푆(푇) =
1.33

5 푠(퐴퐺 ) + 푆(푉퐺 ) + 푁 ∗ 푆(퐸 ) 			(5) 

        According to the result obtained from the tweet sentiment score model will classify the sentiment tweet as 
negative, positive and neutral.               
          

D. EXPERIMENTAL RESULT 
Figure 2 represent the experimental result of the proposed system. Firstly will retrieve tweets from tweeter is shown 

in Figure 2(a) after these tweets are pre-processed, in that URL and tags everything eliminated and applied sentimental 
analysis methods like naive bayes and maximum entropy technique and result of these is subjected to tweet sentiment 
score model, based on the value sentiment is calculated and given as negative, positive and neutral, this demonstrated in 
images shown in Figure 2(b), 2(c) and overall comparison is given in Figure 2(d). 
 

  
(a) (b) 

  
(c) (d) 

  

 
Figure 2: (a) Retrieving tweets; (b) Positive tweets; (c) Negative tweets; (d) Sentiment distribution Output. 

 
E. CONCLUSION 

In this paper, we proposed a set of techniques of machine learning with semantic analysis for classifying the 
sentence and product reviews based on twitter data. The main aim is to analyze a large amount of reviews by using 
twitter dataset which are already labeled. Maximum entropy and naive bayes based method was used to find the 
semantic operations. The naive byes technique which gives us a better result than the maximum entropy, we presented 
approach for sentiment gathering and analysis on Twitter data. The overall tweet sentiment was then calculated using a 
linear equation which incorporated emotion intensifiers too. This work is exploratory in nature and gives you precise 
data on Tweets Statistics, Sentiment Analysis, Topic Analysis and Voice of Customer. 
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