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ABSTRACT: Gender recognition is a standout amongst the most difficult issues in computer vision. Facial gender 
identification of neonates and children is also known as an extremely demanding issue for human spectators. This study 
propounds a novel gender grouping technique using frontal facial pictures of individuals. The proposed approach 
utilizes fuzzy clustering techniques and nearest neighbor, respectively, for feature extraction and classification steps. 
NN also applied to extract the most suitable features from images as well as reducing the dimensionality of data. The 
extracted components are then used to allocate the new pictures to proper classes male or female in view of fuzzy 
clustering. The computational time and exactness of the proposed method are examined together and the importance of 
the preferred approach estimated to most of the other known competing methods is proved, chiefly for younger faces. 
Experimental results indicate the significant classification accuracies which have been gathered from FERET 
databases. Meanwhile, the proposed algorithm is relatively easy, its computational time is viable and often less than the 
other state-of-art gender classification methods 
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I. INTRODUCTION 
 

        Face is known as one of the most compelling biometric features used to analyze different people. Identifying 
familiar faces, derive information such as gender, race and affecting state from a face are some detail of face problems 
in computer view.  Some of the most crucial problems of face such as face detection, gender classification and face 
acceptance are discussed in [1-3].  Gender acceptance of facial images is a more ask for task in comparison with face 
recognition [2]. It can be treated as a binary classification problem, in which one has to remember whether a frontage 
face image is a male or a female.  Successful genders remember/classification approach is able to enhance the 
achievement of some other applications such as face recognition and smart human-computer admix.  As an example, 
search engines desire a pre-processing stage in order to complete the gender of people in images derive from the 
Internet [3].  In comparison with neonate and children facial gender classification, adult leading gender classification is 
a straightforward task for human [4]. Gender classification is extra problematic for function in which children’s faces 
are of activity rather than adults’ faces. Two key ingredient of gender classification are aspect extraction and pattern 
classification. Feature eradication in adult facial images is almost simpler than extraction of features from neonate and 
children images. Therefore, a more authentic technique is needed to absolutely indicate the gender of children and 
bundle. An important question is how the human age can change the features used for gender classification. The 
authors in [5] studied the aging chattels on gender classification and demonstrate that the gender classification certainty 
on young and senior faces can be much curtailed than the one on adults’ faces.  This paper introduce a relatively 
straight-forward access which leads to an ample level of gender acceptance enhancement, exclusively in cases in which 
younger faces are of activity. 
 
           In image analysis [6], the raw input data often has high dimensionality and limited number of samples. So that 
the feature extraction plays a significant role in improving the accuracy, scalability and efficiency of the object 
identification process. However, using more features infers increasing computational cost in the feature extraction 
process, slowing down the classification process, and increasing the computational time needed for training and 
validation. In the case, the problems in image analysis, with a limited amount of sample data, irrelevant features may 
obscure the distributions of the small set of relevant features and confuse the classifier. It has been shown both 
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theoretically and practically that reducing the number of irrelevant features significantly increasing the learning 
efficiency of the classifier. 
                                                                               
                                                                                 II. RELATED WORK 
 
           Many methods suggested in the literature for gender recognition from faces. In two databases namely FERET 
and collected set of faces from www, are used with hair for gender recognition. The FERET database has higher 
accuracy than www images. The most popular methods according to our review used to reduce the dimensionality in 
gender recognition are PCA [7], Linear Discriminant Analysis (LDA), LBP and WLD. PCA is mathematical procedure 
finds the orthogonal transformation to convert a set of values possibly correlated variables into set of values of linear 
uncorrelated variables and therefore reduces the noise in the data. LDA [8] is used to obtain a discriminative 
transformation which maximizes between-class scatter and minimizing within-class scatter. 
           Gender recognition based on Weber local descriptor (WLD) [9] is also one of the feature extraction technique, 
calculates the differential excitation and gradient orientation are integrated to form robust texture descriptor. In block-
based WLD histograms are concatenated to yield the feature vector set and evaluated on the FERET database. The LBP 
[10] means local binary pattern which was put forward by Ojalai in 1994. Its basic idea is taking central pixel as a 
threshold and compare with surrounding pixels. LBP has low computational cost and effective texture descriptor. 
Moreover, features are extracted; some of them may become unwanted or irrelevant for classification. Several 
classifiers have been used in gender recognition after feature extraction and selection. The classifiers which have 
yielded highest gender classification exactness were multilayer neural network (NN), Adaboost, RBF networks, 
Support Vector Machines (SVM) [11] and PNN. Moghaddam and Yang first reported the SVM with the Radial Basis 
Function kernel (SVM+RBF) as the better gender classifier [12]. Most recently, Makinen and Raisamo compared the 
performance of SVM with other classifiers including NN and Adaboost [13]. According to the previous published 
results, SVM achieved the highest performance. The proposed method is evaluated on FERET gray scale face image 
database. 
 

III. PROPOSED METHOD 
 

In the proposed work, gender recognition method using frontage facial images of people. The expected approach 
employs adjacent neighbor classifier (NN) and fuzzy clustering technique, appropriately, for feature eradication and 
classification steps. 
 
A. FUZZY CLUSTERING 
The ‘clusters’ are functions that assign to every object, a number between zero and one, which is called membership of 
the object in the cluster. Objects which are identical to each other are identified having high membership value in the 
similar cluster. It is also assumed that the memberships are chosen that their sum for each object is equal to one.  
       Clustering is of two types hard clustering and soft clustering (also known as fuzzy clustering). In hard clustering, 
data is distributed into distinct clusters, where each data element belongs to exactly one cluster.  
         The most broadly used algorithm is fuzzy clustering algorithms. Fuzzy set theory was proposed by Zadeh in 1965 
and it gave an idea of uncertainty of belonging which was illustrated by a member function [11]. The use of fuzzy set 
produces imprecise class membership function.  The central idea of “fuzzy clustering” [12] is the non-unique 
portioning of the data into a group of clusters. The data points are allotted membership values for each of the clusters 
and fuzzy clustering algorithm allow the clusters to produce into their natural shapes.   Depending on the nature of the 
data and create for which clustering used in existence, different sizes of similarity may be used to place objects into 
classes, where the similarity measure controls how the classes are formed. Some examples of measures that can be used 
as in clustering include distance, intensity and connectivity. 
          The most widely used fuzzy clustering algorithm is “fuzzy c- means” (FCM) algorithm [14]. FCM is a data 
clustering algorithm in which each data point associated with cluster through a membership degree. This technique 
divides a group of N data points into r fuzzy groups and finds a cluster center in each group, such that a cost of function 
of a dissimilarity measure is minimized.  
          Modified fuzzy clustering algorithm is used to reduce the misclassified faces by excluding or modifying the low 
membership face images [14]. Furthermore a new non-linear kernel is used to calculate the least square method and the 
wild dog pack optimization is implemented to find the optimal parameters. 
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         This FCM algorithm [15] employs fuzzy partitioning such that a given data point can belong to several groups 
with a degree stated by membership grades between 0 and 1. 
 
B. K-NEAREST NEIGHBOR 
KNN is a simpler algorithm that stores all available examples and classifies new variables of the example language 
based on similarity measure. It exploits lazy learning. For each test image (to be predicted), find the K closest members 
(the K nearest neighbors) of the training data set [16]. A Euclidean distance measure is used to compute how near each 
member of the training set is to the test set that is being analyzed. 
           From this K nearest neighbor, we find their class labels and apply majority suggested to determine the class label 
of test image. The best option of K depends upon the data; generally the larger values of K lessen the effect of noise on 
the classification, but make boundaries between classes less distinct. 
 

                                                    
                          
 
 
 
 

Fig 1.    GENDER RECOGNITION SYSTEM 
 

IV. EXPERIMENTAL RESULTS 
 

A. DATASET DESCRIPTION  
              The paper uses the gray images taken from FERET database [17] The FERET data set consists of 400 images 
representing male and female gender. This images contains variations in illumination, facial expressions, pose.  
        
              In the proposed work, we collected 100 face images of male and female gender. The working process of the 
project is done using matlab. 
  
1. This is the first GUI that appears when we execute the project in Matlab. It consists of 3axes components in which 
input image, grayscale image, and facial part of input image are displayed simultaneously. It also consists of six push 
buttons Browse, Face Detection, Clustering Feature Extraction, Classified Image, Detect. On clicking each button 
performs corresponding action. 

                                                             
                                                                                   Fig 2. Basic GUI 
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2. After browsing and selecting image program is written such that it automatically converts input image to scale 
256*256 and converts to gray scale. It is displayed in second axis automatically. 
 

 
Fig 3 Conversion of Input to Gray scale image 

 
B. FACE DETECTION 
It is a procedure to extract face part from input image which has normalized intensity and uniform size. The features are 
extracted from detected face part which illustrates changes of face such as folds in the face skin. We are going to use an 
executable .dll- dynamic link library file is utilized to remove face region. 

 
Fig 4.  Extraction of Facial Part From Input Image 

 
4. Calculate the similar features of the given image by comparing the pixel values and group them to form a cluster. 
 

 
Fig 5. Feature Extraction 
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Fig 6. Clusters Formed 

5. Classification 
Using K-NN classifier, determine whether the given image is male or female. Determine K value using test set and 
report the performance on the test set.  
Plot the performance on the test and train sets using K-NN algorithm.  
 

 
Fig 7.    Classified Males 

                                              

 
                                                                          Fig 8.    Classified Females 
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6. Finally detect that the given input is male or female. 

 
                                                                                      Fig 9. Output 
 
                                                                                 IV. CONCLUSION 
 
In this paper, we proposed a gender recognition system based Fuzzy C-means and NN classifier. These methods 
provide much improvement in recognition accuracy for gender recognition problem. Despite its simplicity, the 
proposed system can produce as good results as complicated systems. 
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