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ABSTRACT: The key idea of this survey paper is to show that Word Sense Disambiguation(WSD) when used in the 
Natural Language Techniques(NLP) techniques increases the efficiency in selecting the accurate keywords which are 
used as features in the classification techniques.The accuracy is increased when WSD is used along with the semantics 
of the word though WSD is considered as an open problem in NLP techniques 
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I. INTRODUCTION 
 
Word Sense Disambiguation(WSD) is the ability to identify the correct sense of the word used in the sentence,when the 
word has multiple meaning. WSD is especially useful for machine translation. Examples include meaning of ``light'' in 
two different contexts as used below contexts as used below. 
1. [I do like to eat something ``light (= about weight)''.] 
 2. [I find a switch for ``light (= about shine)''.] 

These sense of ``light'' used here  have the same spelling but are used in different context. 
NLP involves the task of finding the semantic meaning of the text used in a content and thereby analysing the text 
information. To understand the opinion hidden inside the sentence NLP is mainly used.WSD when used along with 
NLP can be helpful in finding the correct sense of the word used in the context 

 
WSD mainly  depends on knowledge sources like corpora of texts which may be unlabeled, labeled or annotated with 
word senses, machine readable dictionaries, semantic networks etc because the framework of the procedure is that 
whenever a sentence is given, WSD makes use of more than one knowledge sources to attach the most exact senses with 
words in the context. Processing of  WSD enables the selection of an optimal word sense. It is an important problem in 
NLP. Because, WSD is useful for machine translation and automated text summarization. 

The objective of  the system is to make the system understand the meaning of the words whose spelling is same but used 
in different context. The WSD  task lends itself to different formalizations  like the approach to the representation of a 
word sense . WSD heavily relies on knowledge. The  procedure of any WSD system can be summarized as follows: 
given a set of words a technique is applied which makes use of one or more sources of knowledge to associate the most 
appropriate senses with words in context 

II. LITERATURE SURVEY 
 
The existing technique  mainly uses Dictionary Based (DB) approach. The potential limitation with DB systems is 

that, the strength of classification depends only on  the reference dictionary used. Also, most of these systems use Bag-
of-Words concept which lacks domain/context based semantics . The main problem with bag-of-words approach is 
that, it considers only individual words and their frequencies during feature vector creation. When the feature vectors 
are selected based on keywords the classification will happen based on the  keywords only. The relationship between 
the keywords will be missed out.These lexicon dictionaries either lack word senses or only contain words with their 
associated polarities rather than the words polarities with different senses. 
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Proposed System 
 

Inorder to use the WSD system in NLP,the following system is built : 
A. Building Lexicon Dictionary 

WSD mainly relies on the lexicon dictionary for the different meaning of the word. If a word is not found in the 
dictionary, then this method will not be effective. A system is proposed where lexicon dictionary  is built regarding 
all the word senses of the word 

B. Word Expansion 
In order to build lexicon dictionary, the word set is further expanded  by obtaining the synonyms and antonyms 
from WordNet. Wordnet is a dictionary where the meaning of all the words are defined. So in order to build the 
lexicon dictionary,a connection with the wordnet is done to get all  the word senses of the word. 
 
Once the above steps are done.The next step is to get data from the user and processes data using WSD techniques 
toget feature vectors to be used in NLP. 

III. CONCLUSION AND FUTURE WORK 
 
The proposed systems shows that when WSD used in NLP increases the efficiency in selecting the keyword. Future 
work will be focused on the computational cost by optimization the feature vector size 
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