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ABSTRACT:This system is an application which helps the visually impaired people to find the medicine and to take it 
according to their Doctor’s prescription. This android application is used when visually impaired people can’t find 
correct medicines or they don’t  have any idea of current timings so that they can take their medicine. In this 
application, a reminder is set which tells the user when to take the medicines, as voice output. The pictures of the 
medicine strip held in the hand are captured by the inbuilt camera of the mobile. The image is processed and 
consequently text localization and extraction is done by which the name of the medicine is identified. A spotter section 
is also consolidated with this application which checks the prescription which has been already uploaded in the user’s 
mobile, compares with the name of the medicine identified and if the medicine has to be taken at that time, then it tells 
the quantity of medicine to be taken to the user as voice output. On receiving the voice output from the mobile, the user 
intakes their medicines according to their prescription. It can also be useful for uneducated people who suffer to find 
which medicine must be taken. Especially elder people who are not educated usually suffer to read their medicine 
names on their own.  

 
KEYWORDS: Image Processing , visually impaired, medicine identification ,Text localization and Extraction, 
SQLite,TTS,vision api. 
 

I. INTRODUCTION 
 
Among people there are some that are unable to read, either because of blindness (complete or partial), or for other 
reasons. Therefore, initially for this category of people, there is a need for computer-generated speech, namely the 
conversion of written texts into acoustic files in Albanian language .In the market, there already are different solutions 
to synthesize speech from text written in different languages. However, these solutions cannot be used for generating 
speech in other languages, because for every language, specific algorithms should be used to synthesize speech, since 
each language is different during the speech. Therefore, for the English language too, there is a need to design a 
particular algorithm and to create the system to synthesize speech in this language. 
From the published works, it is known that to synthesize speech from written text, generally three different methods are 
used: concatenative synthesis, formant synthesis and articulatory synthesis. Each of these methods has advantages and 
disadvantages. Quality of synthesis is assessed by naturality andcomprehensibility of the generated speech . Naturality 
has to do with the likeness of the generated speech to the human speech, while, comprehensibility has to do with the 
clarity of the generated speech. 
The advantage of the proposed system over the social platform systems is that visually impaired users can store only 
the desired information without having to discard irrelevant information uploaded by other people. Even doctors can 
keep watch on their health record of the patient so it would be easy to keep patient health record. 
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II. TEXT TO SPEECH(TTS) ALGORITHM 
 
The speech synthesis is artificial generation of human speech from written texts. For this purpose, adequate algorithms 
are designed, which then through relevant programs make it possible to synthesize texts to speech. The process of 
converting text into speech is also known as Text-To-Speech(TTS) system [5]. In this paper are given basic principles 
to be used when designing a system to synthesize speech in English language1 from written texts. Currently there are 
solutions that enable natural speech generation for various world languages. However, unfortunately these are not 
universal solutions to be used for other languages too, because the volume generated for other languages is 
incomprehensible and unnatural. For this reason, for every language one should seek solutions that address the specifics 
of it, always with the aim of generating voice to suit the nature of language. Generating systems that are currently used 
mainly rely on the use of the concatenation method [6], during which acoustic segments of text files are joined, which 
are previously digitized and stored as such in a database. For English language, we consider that on the textual part of 
the database, as basic segments to be used are: the most frequent words, two-letters and letters [4]. However, in a 
particular part of the database are included various abbreviations, i.e. textual equivalents and their acoustics files, to be 
used also during the generation of appropriate speech. Whereas, with the aim of synthesizing the various numerical 
values written in the decimal system, in database were added values, respectively their corresponding sound files, 
whereby speech is generated for different numbers. The first part of the paper is a brief presentation of the English 
language [1], respectively of the alphabet used in writing the language and its most frequent words. 
 

 
Fig..speech to text structure . 
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Fig.Text to Speech Synthesis 
 
The first step involves basic operations who adopt the text. 
 • Initially the whole text is converted to fit so that two-symbols are replaced with single characters. • Abbreviations 
that are included in the database are replaced with the texts as they are 
read/pronounced 
. • Numbers are converted to text using words that are stored in the database. In the second step begins the process of 
replacement of textual segments with corresponding sound files, which will be placed in a final sound file. Here, is 
applied algorithm, which takes the specific words of the text and examines them under the following procedure.  
• If the word is found in the database, the appropriate sound file is taken and added to the final sound file.  
• Otherwise, the word is fragmented into two-letter segments and for each segment is taken appropriate sound file and 
is placed in the final sound file. 
 • Similarly, is acted with numbers and abbreviations. 
 • If it happens that any digraph lacks in the database, sound files of separate characters/letters are used. 
We are analyzing the Albanian texts in order to find the larger units of text segments composed of two or more words, 
so that the relevant sound files are used, what will certainly affect the growth of naturality and clarity of the generated 
speech. 
 

III. VISUALIZING THE FLOW OF DATA 

The flow of data in the OCR tutorial application involves several steps: 

1. An image is uploaded to Cloud Storage with text in any language (text that appears in the image itself). 

2. A Cloud Function is triggered, which uses the Vision API to extract the text, and queues the text to be translated into 
the configured translation languages. 

3. For each queued translation, a Cloud Function is triggered which uses the Translation API to translate the text and 
queue it to be saved to Cloud Storage. 

4. For each translated text, a Cloud Function is triggered which saves the translated text to Cloud Storage. 
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It may help to visualize the steps: 

 

Fig.Data flow of character recognization 

 

                                                                               Fig.Architecture of the system 
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IV. CONCLUSION 
 

The present paper proposed a medicine reminder system to assist visually impaired users in recalling medicine timing  
and name  related to doctor prescription that they have given. The medicine name  were recorded as voice memos, 
which were able to be played back when the user takes that medicine. The medicine text matching throgh wrapper of 
the tablet or tonic will be done via google vision api and text to speech  conversion also. The system was implemented 
as an application on an Android smartphone and evaluated by two experiments: image matching tests and a user study. 
The experimental results suggested the effectiveness of the system to help visually impaired individuals, including 
blind individuals, recall information about regularly taking medicines. 

Let us bow to the facts : there is still a long way to HAL, the brilliant talking computer of '2001, a space odyssey'. A 
number of advances in the area of NLP or DSP, however, have recently boosted up the quality and naturalness of 
available voices, and this is likely to continue. Important issues need now be further addressed in that purpose. Among 
others : 

 
How to best account for coarticulatory phenomena ? In the context of concatenation-based synthesis, this question 

mostly reduces to : how to derive optimized sets of segments from speech data ? 
How to best formalize the relationship between syntax, semantics, pragmatics and prosody, and how to derive 

natural sounding intonation and duration from abstract prosodic patterns ? 
A fundamental feature of speech has seldom been taken into consideration by TTS systems : its variability. Prosodic 

patterns, for instance, are submitted to a particular kind of variability which cannot be confused with randomness in 
that variations maintain some hidden coherency with each other. 

How to account for speaker and speaking style effects ? 
Readers willing to have a deeper understanding of the problems mentioned in this paper could advantageously report to 
the forthcoming [Dutoit 96], which analyses DSP and NLP solutions with much more details. A number of internet 
sites can also be consulted, some of which propose demo programs and/or speech files. 
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