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ABSTRACT: AGE rank Detection is proposed, which uses the WHT transform over the entire face image as feature
detector and a constructive one hidden layer feed forward neural network as a Age rank Detection classifier proposed
technique is applied to a database consisting of images of 125 having 14 type of male and female age images.Images of
95 are used for network training, and the remaining images of 30 are used for cross validation. It is demonstrated that
the best recognition rates are 100% for the training as well as cross validation. Furthermore, The Average Classification
Accuracy of MLP Neural Network comprising of one hidden layers with 18 PE’s organized in a typical topology is
found to be superior (100 %) for Training . Finally, optimal algorithm has been developed on the basis of the best
classifier performance. The algorithm will provide an effective alternative to traditional method of facial captured
image analysis for deciding the Human Age.

KEYWORDS: Neural solution, MatLab, Excel, facial captured image both male and female.

I. INTRODUCTION

Age detection is a technology that uses set of mathematical rules to describe landmarks to identify human
age. It typically determines the precise face area. Our aim is to determine the age of human beings of seven different
age groups through age detection in Feature extract using image . Age detection approach is a very important area in
the field of Computer Vision. Ages define the boundaries between regions in an image, which helps with segmentation
and object recognition. They can show where shadows fall in an image or any other distinct change in the intensity of
an image .The quality of age detection is highly dependent on lighting conditions, the presence of object s of similar
intensities, density of ages in the scene, and noise.

Face recognition is one of the biometric methods to identify individuals by features of the face. The biometric
has a significant advantage over traditional authentication techniques as the biometric characteristics of the individual
are unique for every person. A problem of personal verification and identification is an actively growing area of
research. Face, voice, fingerprint, iris, ear, retina are the most commonly used authentication methods. Research in
those areas has been conducted for more than 30 years. Traditionally, face recognition uses for identification of
documents such as land registration, passports, driver’s licenses, and recognition of a human in a security area. Face
images are being increasingly used as additional means of authentication in applications of high security zone. But with
age progression the facial features changes and the database needs to be updated regularly which is a tedious task. So
we need to address the issue of facial aging and come up with a mechanism that identifies a person in spite of aging.

In this project, effective age group estimation using face features like texture and shape from human face
image are proposed. For better performance, the geometric features of facial image like wrinkle geography, face angle,
left to right eye distance, eye to nose distance, eye to chin distance and eye to lip distance are calculated. Based on the
texture and shape information, age classification is done using back propagation algorithm. Age ranges are classified
dynamically depending upon number of groups using back propagation algorithm.
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Figure 1.1. Face aging sketches from 30 to 80 years with 10 years per sketch

During adult aging, from adulthood to old age, the most perceptible change becomes skin aging (texture change). The
shape change still continues, but less dramatically, mostly due to typical patterns in skin and tissue. Fig.1.2 shows six
face aging sketches from 30 to 80 years, with 10 years per sketch. Biologically the face matures and ages with loss of
collagen beneath skin as well as gravity effects, the skin becomes thinner, darker, less elastic, and more leathery. A
dynamic wrinkles and blemishes due to biologic aging gradually appear. Dynamic wrinkles and folds due to muscle
motion become more distinct. In the areas of deeper attachment, such as cheeks, eyelids, chin, and nose, elasticity of
muscles and soft tissues gets weak and fat continues depositing. In other areas, fat may atrophy or be absorbed. These
changes lead to the downward descent or sagging ofthe skin, such as double chin, dropping cheek, and lower eyelid
bags. Although the craniofacial growth is not dramatic during this aging period, the facial geometry change is still
evident from 30 to 80 years, especially in the female faces. Faces change from a U-shaped to a trapezoid or rectangle.
The bony framework underneath the skin may also deteriorate to accelerate the development of skin aging, such as
wrinkles, creases, and droops. In addition, face aging during this age period may cause the loss of flexible control of
facial muscles so that the facial movements and behaviors may also change unintentionally.

Age recognition techniques are very challenging task for researchers. Changes of face position and direction
relative to the camera, may lead to major changes of the acquired image, and may easily lead to losing main features of
facial expressions. In such case, important parts of the face, such as eyes, mouth and nose may become partially or
completely occluded, which significantly affects Age recognition. More sophisticated features and pre-processing
techniques, which are invariant to pose, translation and rotation could be developed to overcome these limitations. In
other cases, face can be partially occluded by objects in the scene or due to bad light conditions causing high variations
of illumination over the entire image.

Neural networks (NN) have found a great success in the area of pattern recognition. By repeatedly showing a
neural network, inputs classified into groups, the network can be trained to learn and understand the criteria used to
classify, and it can do so in a generalized manner allowing successful classification of new inputs not used during
training. With the explosion of research in Age recognition in recent year, the application of pattern recognition
technology to age detection has become increasingly interesting.

Though much progress has been made, recognizing different ages with high accuracy remains difficult due to

the complexity and variability of ages. Age recognition involves three steps face detection, feature extraction and
classification of age.
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Il. PROPOSED ALGORITHM

A. Research methodology :

Facial images collected

U

Wht Feature extraction
using matlab

{

MLP Neural clasifier

Figure2.1 Methodology of work

It is proposed to study age rank Recognition Using Neural Network Approaches.. Data acquisition for the proposed
classifier designed for the Recognition of Human Age shall be in the form of facial images. Image data will be
Collected from the different- different Faces .The most important un correlated features as well as coefficient from the
images will be extracted .In order to extract features, statistical techniques, image processing techniques, transformed
domain will be used.

1) Neural Networks
Following Neural Networks are tested:
Multilayer perceptron (MLP)

The most common neural network model is the multi layer perceptron (MLP). This type of neural network is
known as a supervised network because it requires a desired output in order to learn. The goal of this type of network is
to create a model that correctly maps the input to the output using historical data so that the model can then be used to
produce the output when the desired output is unknown. A graphical representation of an MLP is shown below:
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Figure 2.2: The Structure Of Neural Network Model MLP.

The MLP and many other neural networks learn using an algorithm called back- propagation. With back-
propagation, the input data is repeatedly presented to the neural network. With each presentation the output of the
neural network is compared to the desired output and an error is computed. This error is then fed back (back-
propagated) to the neural network and used to adjust the weights such that the error decreases with each iteration and
the neural model gets closer and closer to producing the desired output. This process is known as "training".

Learning Rules used:

» Momentum
Momentum simply adds a fraction m of the previous weight update to the current one. The momentum parameter is
used to prevent the system from converging to a local minimum or saddle point. A high momentum parameter can also
help to increase the speed of convergence of the system. However, setting the momentum parameter too high can create
a risk of overshooting the minimum, which can cause the system to become unstable. A momentum coefficient that is
too low cannot reliably avoid local minima, and can also slow down the training of the system.

» Conjugate Gradient
CG is the most popular iterative method for solving large systems of linear equations. CG is effective for systems of the
form A=xb-A (1) where x _is an unknown vector, b is a known vector, and A _is a known, square, symmetric,
positive-definite (or positive-indefinite) matrix. (Don’t worry if you’ve forgotten what “positive-definite” means; we
shall review it.) These systems arise in many important settings, such as finite difference and finite element methods for
solving partial differential equations, structural analysis, circuit analysis, and math homework.

Developed by Widrow and Hoff, the delta rule, also called the Least Mean Square (LMS) method, is one of
the most commonly used learning rules. For a given input vector, the output vector is compared to the correct answer.
If the difference is zero, no learning takes place; otherwise, the weights are adjusted to reduce this difference. The
change in weight from ui to uj is given by: dwij = r* ai * ej, where r is the learning rate, ai represents the activation of
ui and €j is the difference between the expected output and the actual output of uj. If the set of input patterns form a
linearly independent set then arbitrary associations can be learned using the delta rule.

It has been shown that for networks with linear activation functions and with no hidden units (hidden units are

found in networks with more than two layers), the error squared vs. the weight graph is a paraboloid in n-space. Since
the proportionality constant is negative, the graph of such a function is concave upward and has a minimum value. The
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vertex of this paraboloid represents the point where the error is minimized. The weight vector corresponding to this
point is then the ideal weight vector.

» Quick propagation
Quick propagation (Quickprop) [1] is one of the most effective and widely used adaptive learning rules. There is only
one global parameter making a significant contribution to the result, the e-parameter. Quick-propagation uses a set of
heuristics to optimise Back-propagation, the condition where e is used is when the sign for the current slope and
previous slope for the weight is the same.

» Delta by Delta

Developed by Widrow and Hoff, the delta rule, also called the Least Mean Square (LMS) method, is one of the most
commonly used learning rules. For a given input vector, the output vector is compared to the correct answer. If the
difference is zero, no learning takes place; otherwise, the weights are adjusted to reduce this difference. The change in
weight from ui to uj is given by: dwij = r* ai * ej, where r is the learning rate, ai represents the activation of ui and ej is
the difference between the expected output and the actual output of uj. If the set of input patterns form a linearly
independent set then arbitrary associations can be learned using the delta rule.

It has been shown that for networks with linear activation functions and with no hidden units (hidden units are found in
networks with more than two layers), the error squared vs. the weight graph is a paraboloid in n-space. Since the
proportionality constant is negative, the graph of such a function is concave upward and has a minimum value. The
vertex of this paraboloid represents the point where the error is minimized. The weight vector corresponding to this
point is then the ideal weight vector. [10]

1l. SIMULATION RESULTS
1) Computer Simulation

The MLP neural network has been simulated for 125 different ages facial images of male female out of which 95
were used for training purpose and 30 were used for cross validation.

The simulation of best classifier along with the confusion matrix is shown below :

[Buick

—= [Buick
E _ Buick

Fig.3.1 MLP neural network trained with QP learning rule
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2) Results
Output
Desirad T3-Y-M | 73-YF | 65-Y-M | 65-YF | 45-¥M | 45-Y¥-F [ 35-Y.M | 35-Y-F | 25-Y-M | 25-Y-F 13-¥M | 15-YF | 5-Y-M | 3-Y-F
T3-Y-M 1 0 ] 0 0 0 0 0 ] 0 0 0 0 0
T3YF 0 1 0 0 0 0 0 0 0 0 0 0 0 0
63-Y-M i i 3 1] 0 i 0 1] 0 0 1] 1] 0 0
63-Y-F 0 0 0 2 0 0 1 ] 0 0 ] ] 0 0
453 Y-M 0 0 0 ] 3 0 0 ] 0 0 o ] 0 0
45-Y-F 0 0 0 0 0 3 0 0 0 0 0 0 0 0
35-YT-M 0 0 0 0 0 0 2 0 0 0 0 0 0 0
33-Y-F ] ] 0 1] 0 ] i} 3 0 i} i) 1] 0 i}
257 M 0 0 0 ] 0 0 0 ] 1 0 ] ] 0 0
25-Y-F o o 0 ] 0 o 0 ] 0 3 ] ] 0 0
15-Y-M o o 0 ] 0 o 0 ] 0 0 2 ] 0 0
15-Y-F 0 0 0 ] 0 0 0 ] 0 0 ] 1 0 0
3T 1] 1] ] 0 ] 1] ] 0 ] ] 0 0 2 ]
YF ] ] 0 0 0 ] 0 0 0 0 0 0 0 2
Table 1. Confusion matrix on CV data set
Ohtput
Desired | 73-Y-M | 73-V-F | 65-Y-M | 65-V-F | 45-V-M | 45-Y-F | 35-V-M | 35-Y-F | 253-¥-M 25-Y-F 15-Y-M | 15Y-F | 5-FM | 3-F-F
15-Y-M 3 0 0 0 0 0 0 0 0 0 0 ] 0 0
153-Y-F 0 2 0 0 0 0 0 0 0 0 0 /] 0 0
63-Y-M 0 0 3 0 0 0 0 0 0 0 0 ] 0 0
63-Y-F 0 0 0 3 0 0 0 0 0 0 0 ] 0 0
45¥Y M 0 ] 0 0 g 0 0 0 0 0 0 ] 0 0
43-Y-F 0 ] 0 0 ] 3 0 0 0 0 0 ] 0 0
I3TM 0 0 0 0 0 0 10 0 0 0 0 /] 0 0
35-Y-F 0 0 0 0 0 0 0 12 0 0 0 /] 0 0
25¥YM 0 ] 0 0 ] 0 0 0 4 0 0 ] 0 0
23-Y-F 0 ] 0 0 ] 0 0 0 0 10 0 /] 0 0
15-Y-M 0 0 0 0 0 0 0 0 0 0 6 /] 0 0
15-Y-F 0 o 0 0 o ] ] 0 0 0 0 4 0 0
3-Y-M 0 0 0 0 0 0 0 0 0 0 0 ] 7 0
3-Y-F 0 ] 0 0 ] 0 0 0 0 0 0 ] 0 4

TABLE II. Confusion matrix on Training data set

Here Table | and Table Il Contend the C.V as well as Training data set.
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Perform
ance TIA-FM TSA-FF 65-FM 65-F-F 45-FM 45-FF  35-FM 35-FF 15-FM 25-F-F 15-FM  15-FF 5-FM 5-FF
0.015097 0007735 0.03282 00134 004147 00020 003333 00092 002137 00323 000336 00130 00009 00021
MSE 236 349 2402 77257 1406 48574 4339 63433 2616 60113 4038 78177 69893 353328
0468334 0240683 0356469 02163 046079 00227 0359482 01029 066350 033935 003406 04038 00133 00346
NMSE 924 259 3354 ChT 3401 61938 2436 27253 5334 56807 4004 T7549 87567 42416
0068711 0.051349 009809 00316 011075 00385 011325 00604 008365 01026 003346 00643 00266 00411
MAE 927 989 4306 43018 7748 75278 0435 o0134 6236 27723 674 21856 04126 30721
MinAbs 0006432 0001528 000626 00001 000263 00025 000202 00015 000161 00072 000337 00014 00029 00038
Ermror 684 664 2138 01183 0476 21152 4003 26784 0678 11781 2472 44622  B6E01  T3T13
Max
Abs 0471081 04230928 067233 06039 062032 01295 089414 04133 041724 03391 026119 04064 00733 01060
Emor 548 473 6216 68421 363 47888 0428 17324 7852 3861 2338 00003 98024 03207
0.818669 0971165 0.280017 09037 074420 09918 073004 09473 064234 08037 097488 07708 009939 009558
I 643 677 6013 02128 2056 66633 £332 03251 7915 g2482 2469 67483 26663 8T389
Percent 66.6666
Comect 100 100 100 100 100 100 6667 100 100 100 100 100 100 100

TABLE Ill. Accuracy of the network on CV data set

Perform
ance 75-YM T75-F-F 65-FM 65-FF 45-Y-M 45-YF 35-FM 35-FF 15-FM 15-FF 15-F-M 15-FF 5-FM 5-¥F
000144 00017 000122 00014 000131 00014 000121 00013 000099 000146 000088 00011 00008 00011
MSE 7841 38549 0697 15987 3717 08938 9563 67882 5337 0087 5227 33902 82211 58021
004734 00843 001582 00183 001531 00182 001294 00123 002467 001530 00149 00281 00129 00287
NMSE 3341 57 8726 61037 8209 69633 289 04715 8335 2684 0998 13905 2323 11911
003370 0.0377 0.03034 00316 003044 00319 002902 00317 002620 003329 0.0254%8 00280 00252 00281
MAE 4705 95732 0139 08336 8287 07624 1713 80845 5133 1091 5674 02742 63366 48478
MinAbs 000012 00001 000017 00001 000180 00002 000027 40785 000034 875376 000245 00002 0.0003 0.0003
Emror 0128 73272 1135 Qo027 9253 45175 1099 DE-05 3293 E-03 1814 20231 66138 06193
Max
Abs 005498 00354 008099 00694 009974 01033 008470 00926 007428 007851 008911 00775 00339 00767
Emor 7623 49292 4968 53542 5522 31053 6229 10726 4471 297 9794 39477 10136 70344
098938 009810 0099414 09935 099385 09931 0099471 09951 008989 099452 0099496 09896 09951 09883
T 0003 07371 6431 26418 0374 11963 9775 76024 036 3068 1362 09262 21511 86432
Percent
Cormect 100 100 100 100 100 100 100 100 100 100 100 100 100 100

TABLE IV. Accuracy of the network on training data set
Here Table 111 and Table IV Contain the C.V and Training result. Table 111 show the result or identify the all
14 type of Ages 100% only 35 year male is 66.66% and also Table 1V show the result or identify all 14 type of Ages
100% .

IV.CONCLUSION AND FUTURE WORK

The MLP classifier with QP learning rule gives best performance of 100% in Training and in Cross validation All are
identify 100% only 35 year old men is 66.66% classified .
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