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ABSTRACT: Rainfall is important for human society, so predicting the rainfall becomes the challenging tasks to keep 

the people healthy. Timely and accurate forecasting is essential to avoid financial loss and to minimize difficulties of 

drought and flood. Several research has been done using algorithms of machine learning for various datasets. In this 

paper, various machine learning methods like Extreme Gradient Boost, Random Forest and Multivariate Linear 

Regression were used to analyse the performance and to decide which is better. The dataset was collected from Kaggle 

website. The performance was evaluated by using the methods such as Mean absolute Error and Root mean squared 

error. It showed that, the Extreme Gradient Boosting algorithm is better compared to Random Forest and linear 

Regression, based on the outcome of the study. 
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I. INTRODUCTION 

Rainfall forecasting is very essential factor, or else lot of calamities may occur. If there is unusual rainfall, 

there is damage causes in the crops. So, there is need for accurately calculate the rainfall in order to effectively use the 

water sources, crop production, and also planning water structures in advance. The important source of India is 

Agriculture. The technology in the field of agriculture have been improved over the last 10 years, and there is a growth 

in the rate of worldwide warming, air pollution, noise, water, dust, etc. This caused the climate and weather conditions 

to have extreme variations. Rainfall plays a major role for harvesting crops. If there is change in the pattern, if will  

automatically affects the water supply.  Thus, the research on the fluctuations in the rainfall rates is the most natural 

water source administration. The Machine Learning algorithms is mostly used for predictions. With the help of these 

algorithms, the forecasting can be done accurately. The correct algorithm selection must be done based on the problem 

statement.  Regression techniques in the Machine Learning can be used for prediction of all different kinds of datasets. 

Regression analysis can be used for correctly analyse the data and to provide with exact prediction of the weather and 

rainfall.  It can also be used for prediction in different fields in business, marketing and finance.  

 

In the daily life, Rainfall plays an important factor. The occurrence of flood leads to damage in the 

infrastructure and in the human life. The social and economic factors have greater impact on the rainfall [1]. Currently, 

forecasting of the Rainfall have become the very vital component for best water storage schemes present in the 

worldwide. The ambiguity of the rainfall information leads to many difficult challenges. Nowadays, generally rainfall 

prediction techniques could not identify the unknown models present in the rainfall information. This paper helps to 

find out every unknown models and that would help for forecasting the rainfall accurately [2].  

 

Many difficulties to find out the unknown models was there in the existing techniques. So, the forecasting was 

wrong and leads to heavy losses. Hence, this study helps to forecast the rainfall effectively by accurate predictions and 

solve all the problems and thereby economy is developed with the agriculture [3]. 

 

 This research paper is structured as follows. First, we explain the techniques of the machine learning in 

Section 2. The literature survey of the work are presented in Section 3, while the experiments and results are shown and 

discussed in Section 4. At the last, conclusions are given. 
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II. MACHINE LEARNING METHODS 

 

2.1 Random Forest Regression Model 

 This model is a supervised technique and it helps to predict all kinds of problem in correct manner. It also 

includes the characteristics of non-linear relationship based on the selection of the problem. It uses collective learning 

method for prediction. It trains the algorithm by making decision trees and thereby result is obtained by forming the 

mean of the classes together with trees. The decision trees are constructed by first taking a random data from the 

training set and building tree by connecting the data points. More trees can be drawn by repeating again the same 

process. This decision trees helps to make a decision and find out the prediction of the rainfall. 

 

2.2 XGBoost gradient descent 

 This extreme gradient boosting uses the supervised machine learning problem having various features of xi 

and forecasts a target variable yi. This algorithm is used because of its speed and accuracy for various regression and 

also classification problems for finding the forecast. This algorithm forms the best and efficient for which has linear 

model as well as tree learning algorithm. It is quicker since it can do similar calculation in one machine. Forecasting the 

rainfall can be done quickly with the help of these algorithms. This algorithm learns by the Distributed and Parallel 

computing and can be made efficient which provide robust solution. 

 

2.3 Multivariate Linear Regression  

 In this regression, there are many independent variables and only one dependent variable. The result is 

forecasted based on the number of independent variables. In this paper, it contains many independent variables and it is 

applied to predict the rainfall.  This regression uses the machine learning techniques to forecast the rainfall in the area. 

By analysing using this algorithm, we found how effectively it predicts the strength of the rainfall. 

 

The equation is given as 

y = β0 + β1.x1 + β2.x2 +….. + βn.xn 

The equation for Rainfall prediction is as follows  

(β1*year) + (β2*month) + (β3*day) + (β4*MaxTemp) + (β5*MinTemp) + (β6*Humidity) + (β7*Evaporation) + 

(β8*sunshine) + (β9*windspeed) + εi 

 

III. RELATED WORK 

 

Support Vector Machine, Linear regression with Neural Network and Random Forest algorithms were used for 

analysing the rainfall forecasting and found Linear regression gives higher result when compared to other algorithm 

[4]. 

The non-parametric approaches for analysing the pattern of rainfall were completely analysed such as Pettitt Test, 

Method for change point detection,Method for analysing rainfall changes, Mann-Kendal test, rank-based test, Method 

for innovative trend analysis. The India dataset of the weather conditions was analysed in this paper [5]. 

 

A relative analysis was conducted for forecasting rainfall using machine learning algorithms in the area of 

Nepal. The techniques used were Decision Tree, Support Vector Machine and Random Forest. The accuracy, F-

measure, recall and precision was calculated. The Random forest has high accuracy of 80% [6]. 

 

[7] The KNN, Support Vector regression and Support Vector Machine were used for predicting the rainfall. 

The SVM provides better result compared to other techniques. This paper has given the ecological highlights which 

provides constructive and destructive influence of the rainfall. The amount of rainfall the occurs every day is analysed. 

Artificial Neural Network and Emotional Neural Network have been used in the area of Bihar for 

demonstrating overflow of the rainfall because of flood. The greatest outcome is achieved by the Emotional Neural 

Network by calculating the correlation[8]. 

 

The methods need to be demonstrated by using the Machine Learning techniques for making the improvement 

of the precision and also the solid value is got by forecasting the technique. The multi-layer perceptron is used for the 

forecasting the everyday streamflow[9].      
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IV. METHODOLOGY AND FINDINGS 

4.1 Methodology 

 The Machine Learning algorithm was used for forecasting the rainfall. The gradient descent XGBoost, 

Multivariate Linear Regression and Random Forest algorithms were used for analysing the rainfall accurately and 

provide the result. After investigating, it is found that the XGBoost provides better result. The performance was 

considered by using error methods.  

 The Pearson Correlation when applied, the connection among the variables can be found. If it is zero, there is 

no relationship between variables. For the value one, there is constructive association present in the variables and for 

the value one negative, there occurs destructive association among the variables.  

The formula is given as 

 

Where correlation coefficient is represented by r, x-variable values in a sample is represented by xi, x-

variablemeanvalues is represented by x’, y-variable values in a sample is represented by yi, y-variablemeanvaluesis 

represented by y’. 

The following Table 1 shows the Pearson quantity limits and analyses. 

The coefficient of 

Pearson 

Analysis 

0.1>0 Insignificant 

0.2>0.1  Vulnerable 

0.4>0.2   Average 

0.6>0.4  Comparatively powerful 

0.8>0.6  Powerful 

1>0.8   Extremely powerful 

Table 1 Pearson quantity limits and analyses 

The relevant features by the Pearson correlation coefficient are selected by the machine learning algorithms. 

The Mean Absolute Error and the Root Mean Squared Error have been used for analysing the rainfall forecasting 

performance and to find out the algorithm which is better.  

 

the total number of data points is represented by N, prediction is represented by yi, true valueis represented by xi. 
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The number of data points is represented by N, i-th measurement is represented by y(i) and prediction is represented by 

y  (i). 

4.2 Findings 

The environmental features and the pearson correlation coefficient are given in the Table 2. The 

environmental variables helps to analyse the Pearson correlation. The variables which are linked higher than 0.20 along 

with rainfall was counted for the environmental experiment of the rainfall forecasting. The environmental attributes 

outcome of forecasted rainfall such as Sunshine, Evaporation, Maximum Daily Temperature, Humidity, and Minimum 

Daily Temperature must be taken to forecast the amount of daily rainfall.  

From the above Table 2 Pearson Correlation coefficient experimental results, it clearly shows that the day, 

month, year and wind speed has very less value, so these cannot be considered for the forecasting of the rainfall. So the 

values above 0.2 are taken for analysing purpose. The greatest value measured from the above table is humidity and 

sunshine of 0.40 and 0.35. The environmental features were used by the ML model as the input. The regression models 

are applied in python for analyzing the performances of the algorithm such as XGBoost, RF and MLR and the 

measurement was done with RMSE and MAE. 

Based on the Table 3 above, the performance were analysed for all the above algorithms and found that 

XGBoost is better. XGBoost algorithms have RMSE value as 7.91 and MAE as 3.60, so this algorithm predicts rainfall 

well compared to other two algorithms. 

 

 

 

Table 3 Performance measurements 

V. CONCLUSION 

 

Thus, this paper explains about the forecasting of the rainfall using machine learning techniques since rainfall 

is one of the essential component for producing crop and in the usage of water resources.  The machine learning 

techniques were used for the predicting the rainfall. The XGBoost, Multilinear Regression and Random forest were 

used by using the Kaggle dataset. The Pearson coefficient was used with the environmental features for predicting the 

rainfall. By comparing all the above algorithm, it is found XGBoost provides good result. If the sensor data is used, the 

accuracy may go high. In this paper, the sensor data is not used for analysis. In future sensor data can be included for 

the prediction to give more accurate results. 
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