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ABSTRACT: Many healthcare companies have grown into major businesses that generate large amounts of health-

care data on a daily basis that can be used to extract data for predicting ailments that a patient may face in the future. 

The patient's prescription history as well as their health information are examined. This hidden information can be used 

to make better decisions in the future when treating the patient. This is an area where there is still a lot of room for 

improvement. The accuracy of algorithms including Logistic Regression, Decision Trees, 

Random Forest, Support Vector Machines (SVM), Nave Bayes, and K-Nearest Neighbour (KNN) is investigated in this 

paper. The following characteristics, such as hypertension, hyperglycemia, smoking, BMI, work type, and so on, are 

used to forecast whether patients are at risk for heart disease. The goal is to develop a disease prediction model that is 

based on machine learning. Any single machine learning analysis of healthcare data cannot be relied on to produce 

accurate results. As a result, the goal is to investigate machine learning-based strategies for forecasting cardiac disease 

and to ensemble the best learners. The Logistic Regression, SVM, and KNN algorithms outperform the others. To 

forecast heart disease, our model uses a weighted average technique and majority voting. The findings are compared to 

diagnostic reports generated by medical laboratories. With an accuracy of 98.12 percent, the Ensemble-based classifier 

trumps the other classifier. 

 

I. INTRODUCTION 
 

Machine learning is a type of artificial intelligence that allows computers to learn without having to be programmed. In the 

process of training and prediction, specific algorithms are used. The training data is fed into an algorithm, which then 

runs through it and makes predictions on a new set of test data. Machine learning is a topic of study divided into three 

subcategories: reinforcement learning, unsupervised learning, and supervised learning. 

The system is taught using well-labelled data in supervised learning. Following that, the machine is fed training data, 

which the algorithm analyses and delivers the desired result. Unsupervised learning,on the other hand, has no labels. The 

algorithm reacts to the data without any prior training or instruction. The system then sorts the unsorted data into 

categories based on patterns, similarities, and differences. There is no prior training of the data. The reinforcement 

agent chooses the optimum course of action for completing the task.  
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II. LITERATURE REVIEW 

 

 

 

The majority of the study articles we looked at had flaws in them or were slower. The cardiac disease must be classified 

with highest accuracy and low background error in our use case. We'll start with fundamental categorization and work 

our way up to dynamic classification. We now understand how the algorithm for Majority Voting works. We've also 

learned about the major strategies Majority employs to forecast heart disease. In majority voting, heart disease detection is 

done as a regression problem, which yields the input's class probabilities. A voting ensemble is a machine learning model 

that integrates predictions from a number of different model. 

 

IV. METHODOLOGIES 
 
The figure depicts the design of our model. The information of patients is obtained by the hospital dataset, which 

undergoes a series of pre-processing steps like cleaning of data, transformation of data in appropriate form, reduction of 

data etc. Label encoder, which converts data into numerical values which are better understood by the models, is majorly 
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used for pre-processing. Raw data also holds a major part of the pre-processing process. Now the data set is divided 

into training and testing data sets. The trained data is then analysed by using various supervised machine learning 

algorithms like Decision Tree, Naive Bayes, Random Forest, Support Vector Machine, Logistic regression andK-

Nearest Neighbour. A comparative analysis is performed for the mentioned algorithms so as to figure out the best and 

most accurate out of all. On the basis of the comparison results, the top most accurate algorithms are used and 

implemented in the Ensemble method. The ensemble model makesuse of a voting classifier so that the model with 

highest accuracy can be obtained from it. The testing data is responsible for predicting the disease by selecting the best 

model by accuracy. 

 

I. Algorithm 
1: Select a dataset that interests you, or develop your 

2: Create a data set for training. Assigning pathways and defining categories (labels), will be part of preparing our 

dataset for training. 

3: Collect data for training, the data should be consistent and apply data features to get the best results. 4: 

Rearrange the Dataset 

5: Implement various algorithms to understand which model best supports our use case. 6: Compare them based on 

various parameters such as ROC Curve, confusion matrix etc. 7: Separate X and Y for CNN. 

8:Compile, define, and train the CNN Model 9: Model Accuracy and Score 

Fig 5 : Union Over Intersection 

 

II. Architecture Diagram 

 
 
 

Fig 1 Architecture Diagram for Majority Voting Classifier 

 

 

The purpose of the project is to increase the accuracy of the most efficient technique, for the prediction of heart stroke 

disease, to such an extent that it is higher than any other algorithms used. To achieve such a model we have used the 

Ensemble Learning approach, which combines models toproduce better results than single models would. 

Majority Voting (Stacking), which is one of the methods used under Ensemble, is used to aggregate the results of each 

classifier passed to the voting classifier and calculates the output on the basis of the most number of votes. It forms a 

single combined model that predicts the output based on overall majority. 

This approach gives us the highest accuracy results among other ensemble approaches, mainly boosting and bagging. 

After performing the ensemble approach, an accuracy of 98.12% was achieved which hasn't been obtained previously. 

 

III. Modules 
 
List of Modules: 

● Data validation and pre-processing techniques (Module-01) 

● Exploration data analysis of visualisation and training a model by given attributes (Module-02) 

● Performance measurements of Supervised Machine Learning Techniques (Module-03) 

● Performance measurements of Ensemble learning algorithms (Module-04) 

● GUI based prediction of heart stroke disease (Module-5) 
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Fig 2. Outcome of voting classifier 

 

V. UML DIAGRAM TO DEPICT WORKFLOW 
 
 

Fig.2 UML Diagram for disease classification 
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VI. RESULT 

 
Fig 3. Graphical Representation of Accuracy Score:- 

 

 

 

 

Fig 4. Comparison of algorithms on the basis of the following parameters 

 

 

 

 

 

Fig 5. Confusion Matrix of Voting Classifier 
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Inferences 
 
Our effort seeks to forecast heart stroke disease with the greatest degree of accuracy. We found the finest possible 

technique to achieve the same after conducting extensive research. Our preferred method was ensemble learning. Our 

project was unique in that it chose the best algorithms and then generated a model that improved our accuracy to 98.12 

percent. 

We were successful in completing our job by the time our report was due. In terms of strategy, we found that Majority 

Voting (Stacking) was the most effective. Anaconda and Jupyter Notebook were among the software requirements. 

The nicest thing for us as partners was that we always managed to evenly split any tasks assigned to us and assisted each 

other in resolving any issues that arose. We didn't feel the need to seek outside assistance. 

We were able to finish our research, although we ran into several problems, such as selecting the most acceptable data 

set with a sufficient number of data labels. Additionally, working with such a massive data collection proved to be 

extremely taxing. 

Because machine learning is such a broad topic, in-depth research took a long time and included a lotof theory. 

Learning the functions and methods took some time because we were unfamiliar with numerous ideas and syntax in 

Python. 

 

VII. CONCLUSION 
 
There are a variety of algorithms that can be used to evaluate heart disease, and we evaluated a variety of algorithms for 

our use case and compared them on a variety of parameters such as confusion matrix, ROC Curve, and so on. We found 

that Majority Voting produced the best results because it combines a variety of algorithms and uses them for prediction; 

we defined the weights of these algorithms according to their accuracy and precision, which increased the overall 

accuracy and precision of the final model. 
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