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ABSTRACT: The feature extraction process is done by using IPSOKMC algorithm which is used to improve the 

extraction of important features from the given image database through best objective function. Image retrieval is 

performed through efficient SVM algorithm which is used to provide relevant image results. Experimentally it is 

proven that the proposed IPSOKMC with SVM is working efficiently with various aspects like precision, accuracy, 

recall, and F-measure.In this proposed work, image retrieval is done by using IPSOKMC with SVM algorithm. The 

proposed algorithm helps to detect most similar images for query image. In this work it is also shown comparison 

between various techniques with various aspects.  

 

I. OVERVIEW OF CBIR 

 

The CBIR systems create machine-interpretable descriptions of an image’s physical characteristics such as 

color, texture, shape etc. These descriptions, known as extracted features, can then be compared by a measure of 

similarity. The similarity between a given query image and every image in the image archive is then computed by 

CBIR system, and finally ranks the images in the collection according to their degree of relevance to the user’s query.  

Even after designing several compact and efficient features vector for indexing each image, still there remains 

a wide gap between actual human perceptions model with that of feature based model used for CBIR [1]. This is 

mainly due to the fact that the design of feature vector is solely based on low level visual information (like color, 

texture, shape etc.) without taking into account the semantic information like spatial organization, context, events etc. 

To overcome this shortcoming and in trying to incorporate certain amount of visual perception characteristic in the 

feature vector design, people have proposed the relevance feedback mechanism in CBIR design with active 

participation of human observers. The typical CBIR system with relevance feedback is shown in Fig.1.1, where the 

building blocks without the dotted line box describe the general CBIR system and the building blocks with the dotted 

line describe the CBIR system with relevance feedback model. 
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Figure 1.1 Generic Framework for Content-Based Image Retrieval 

 

Images are being generated at an ever-increasing rate by sources such as defence and civilian satellites, 

military reconnaissance and surveillance flights, fingerprinting and mugshot-capturing devices, scientific experiments, 

biomedical imaging, and home entertainment systems. Application areas in which CBIR has a principal activity are 

numerous and diverse: art galleries and museum management, architectural and engineering design, law enforcement 

and criminal investigation, interior design, trademark and copyright database management, remote sensing and 

management of earth resources, scientific database management, weather forecasting, retailing, fabric and fashion 

design, medical imaging[2] and picture archiving and communication systems. With the recent interest in multimedia 

systems, CBIR has attracted the attention of researchers across several disciplines [3].  

 

II. FEATURE EXTRACTION IN CBIR SYSTEM 

 

One of the major building blocks of a CBIR system is the feature extraction block. In the feature extraction 

block, an image is represented by features which allow searching for images similar to a given image. A feature is 

defined to capture a certain visual property of an image. Color, texture, shape, etc. are the most widely used features in 

CBIR applications. Several CBIR algorithms have been developed using only single features [4]. A single feature 

normally describes a specific aspect of the image content; therefore multiple visual features are necessary for the 

general purpose CBIR [5]. Recent research work uses multiple visual features, which can improve the retrieval 

performance effectively. The most commonly used features in designing CBIR system are color, texture, shape, and 

key point descriptor and, brief discussion about each of which will be presented in the following paragraph. Besides 

that, descriptions about some commercially available CBIR system will also be presented. 

Different color features in CBIR systems: The color signature of object in the foreground and also that of 

background makes it as one of important vision queue. Different texture features in CBIR systems: Although texture 

plays an important role in image processing and computer vision task, but unfortunately, there is no precise definition 

of the notion texture. It define texture is the variation of data at scales smaller than the scales of interest [10]. Generally 

speaking, textures are complex visual patterns composed of entities, or sub-patterns that have characteristic brightness, 
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directionality, coarseness, randomness, fineness, smoothness, granulation, slope, size, etc. Thus texture can be regarded 

as a similarity grouping in an image [11, 12]. However, the computation complexity and retrieval accuracy are the main 

challenging drawbacks of texture-based CBIR systems. 

Different shape features in CBIR systems: Like color and textures, the shape is another fundamental unit of 

perception which carries semantic information of an image.  

Shape analysis is a well-explored research area with many shape representation and similarity measurement 

techniques. Shape features can be extracted using various methods such as Fourier descriptors, B-splines, Curvature 

Scale Space (CSS), etc. 

Different key point’s descriptors in CBIR systems: It describes local information using key points of some 

image parts such as region, object of interest, edges, or corners. Recently, key point descriptors have shown their 

superiority for various types of applications in computer vision, as well as in CBIR paradigm.  

. 

III. PROPOSED METHODOLOGY 

 

Initially the noises in the images are removed by histogram equalization. In the next step, feature extraction is 

done by Improved Particle Swarm Optimization – K-Means Clustering (IPSOKMC) algorithm, and retrieval of the 

medical images using Support Vector Machine (SVM) approach is proposed.  

1.3.1 Noise Reduction using Histogram Equalization 

Histogram equalization is as a contrast enhancement technique with the objective to obtain a new enhanced 

image with a uniform histogram. This can be achieved by using the normalized cumulative histogram as the grey scale 

mapping function. Modification to enhance the image quality using histogram can be categorised as three basic 

functions such as Histogram Equalization, Histogram stretching and non-linear mapping technique [13]. The idea here 

to enhance image quality by accessing each pixel(x, y) based on neighbouring pixels. During histogram representation 

the image produces contrast intensities that are not well distributed. In this step few of the adjustments have been made 

on the image so it produce a better contrast image. In histogram equalization the intensity values are distributed 

effectively. This helps areas on the image with low contrast to have a better or higher contrast before filtering steps. 

Image histogram equalization actually deals with averaging and reduction of noise by adding certain other 

noisy images also. Image denoising can be done in the many ways includes one of the strong techniques called image 

filter. Filters are commonly used to adjust the rendering of an image, a background, or a border. 

Once using histogram, image contrast is increased it can be passed for the filtering process. First average 

masking is used here for removing the blur of the image as filter. Median filter is used here for removing the noise as it 

includes salt-and-pepper noise. After median filter input image is passed to the high pass filter for denoising and 

sharpening. Generally in a blurred the slop at the edge is small with compared to the sharpened image. Therefore by 

increasing the slope can makes the image more sharpen. 

1.3.2 Feature Extraction using Improved Particle Swarm Optimization-K Means Clustering   

         Algorithm 

Feature extraction includes CBIR system and meaning features extracted include text-based features such as 

keywords, annotations, and visual features such as color, texture, and shape. CBIR comparison low-level features of 

image extracted. In color feature, important features of images possibly recognized by humans are clear. As such, color 

is a property, i.e., light reflection aids information processing in the brain. Color implementation expressed variance in 

objects or places during the daytime. Therefore, color is extensively a visual feature used in CBIR that moderates the 

robust and simple processing.  

Energy: It is also called angular second moment, homogeneity, and uniformity, which are image consistency 

measures. The energy value is small when gray-level intensities are close to each other. When all the matrix elements 

are more irregular, the value of energy is high 

Energy =   𝐶𝜃 ,𝑑
2 (𝑖, 𝑗)𝑗𝑖                  (1) 

Entropy: It is the opposite of energy; thus, it has a lower value when the matrix is irregular. It has its highest 

peak when the matrix is uniform. 
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Entropy =−  𝐶𝜃 ,𝑑 𝑖, 𝑗 𝑙𝑜𝑔𝐶𝜃 ,𝑑(𝑖, 𝑗)𝑗𝑖                (2) 

Contrast: It is also called inertia and measures the difference moment of the matrix. The value will be high if 

the image has high local variation. 

Contrast =   𝐶𝜃 ,𝑑 𝑖 − 𝑗 2𝐶𝜃 ,𝑑(𝑖, 𝑗)𝑗𝑖                (3) 

Step 1: Choosing k initial cluster centers i.e., Z1 (1), Z2 (2)…Zk (k) that are randomly selected and are usually 

selected as the first K samples of the given sample set.  

Step 2: Distributing the samples {x} by the k th iterative phase between the K cluster domains, using the 

following relation: 

𝑥 ∈ 𝑆𝑗  𝑘      𝑖𝑓     𝑥 − 𝑧𝑗 (𝑘) <  𝑥 − 𝑧𝑖(𝑘)               (4) 

For all i=1, 2, 3… K; i≠j, Sj (k) denotes the sample set of cluster by Zj (K) 

Step 3: Computing the new cluster centers, i.e. 𝑧𝑗  𝑘 + 1 , 𝑗 = 1,2. . , 𝑘 such that the sum of the squared 

distances of all points Sj (k) to the new cluster center is reduced. The new cluster center zj (k+1) computed for the 

performance index minimization. Minimization of performance index in simply the mean of Sj (k) gives the new 

cluster center as follows 

𝑧𝑗  𝑘 + 1 =
1

𝑁𝑗
 𝑥,         𝑖 = 1,2, …𝑘𝑥∈𝑆𝑗 (𝑘)                 (5) 

Where Nj is the number of Sj(k). Obviously, k-mean derivations from the clusters are sequentially updated 

mode. 

Step 4: If zj(k+1)=zj(k) for j=1,2,…,K, the algorithm occurs while the procedure is terminated. Otherwise, one 

should return to step 2. 

 
 

Figure 1.2 Flowchart of K-Means Clustering Algorithm 
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However, k-mean algorithm behaviour influenced the number of cluster centers specified, the initial cluster 

centers choice, the sample order taken as well as the data geometrical properties [15]. Even if this algorithm has no 

proof of merging, it produces acceptable results when the data exhibit specific is rather far from each other. This 

algorithm requires K values as well as different starting configurations. Flowchart of k-means algorithm is shown in 

Figure 1.2. 

Step 1: Initialization: the velocity and position of every particle are randomly set within predefined ranges.  

Step 2: Velocity updating: iteration of each agent and the velocities of them are updated with the model given 

below: 

𝑉𝑖
𝑘+1 = 𝑤𝑉𝑖

𝑘+1 + 𝑐1𝑅1(pbest-𝑃𝑖
𝑘) + 𝑐2𝑅2(𝑔best-𝑃𝑖

𝑘)                          (6) 

where 𝑃𝑖
𝑘  and 𝑃𝑖

𝑘  represent the velocity and position of particle i, exclusively. Step 3: Position updating: let a 

unit time interval between successive iterations, the positions of every particle updated with the given model below: 

𝑃𝑖
𝑘+1 = 𝑃𝑖

𝑘 + 𝑉𝑖
𝑘+1                                           (7) 

After the updating, Pi ought to be checked and limited to the allowed range.  

Step 4: Memory updating: modernize pbesti and gbest when the condition is standard. 

 𝑝𝑏𝑒𝑠𝑡𝑖+1 = 𝑃𝑖    𝑖𝑓   𝑓 𝑃𝑖 < 𝑓(𝑝𝑏𝑒𝑠𝑡𝑖)           (8) 

𝑝𝑏𝑒𝑠𝑡𝑖+1 = 𝑝𝑏𝑒𝑠𝑡𝑖    𝑖𝑓   𝑓 𝑃𝑖 > 𝑓(𝑝𝑏𝑒𝑠𝑡𝑖)              (9) 

Step 5: Termination checking: the algorithm procedures repeat steps 2 to 4 until certain disorders such as a 

certain iteration number failure to make progress has been met. Therefore, after termination, the algorithm reports the 

values of gbesti and f (gbesti) as the solution. 

IPSOKMC Clustering Algorithm 
 PSO is quick and effective to solve some of optimization problems, in the document clustering research area; 

it is potential to view the clustering problem as an optimization problem that locates the optimal centroids of the 

clusters rather than an optimal partition finding problem. This view offers us a chance to apply PSO optimal algorithm 

on the clustering solution. The PSO clustering can be divided into two stages, a global searching and local searching. 

The step of this algorithm can be reviewed as follows: 

Step 1: Initial value for the position and velocity of particle is selected randomly from image dataset. Each 

particle is a potential solution for clustering. In the context of clustering, a single particle signifies the centroid of 

clusters. So, therefore, it particle initialized is given as 

𝑃𝑖 = 𝑧𝑖1 , 𝑧𝑖2 , … . , 𝑧𝑖𝑘                   (10) 

Step 2: For each particle, a) Evaluate a particle fitness based on clustering criteria (distance between query 

image x and cluster center z). Thus, swarm definition of particle fitness as follows: 

𝑓 𝑖 =
  (𝑥𝑝−𝑧𝑖𝑗 )2

∀𝑥𝑝∈𝑆𝐽
𝑘
𝑗=1

𝑁𝑝
                 (11) 

Step 3: Repeat step 2 until one of the following termination conditions is achieved:  

1. Iteration number exceeds a predefined maximum. 

2. Once the change in the cluster centroids is negligible.  

3. Once there is no change of cluster membership. 

 

In IPSOKMC clustering algorithm PSO influences as a technique but when combined with other 

computational intelligence technique yields efficient and effective result. The motivation behind this approach is 

benefitting to both advantages of PSO and k-means algorithms. This algorithm used the ability of PSO in global search 

at the initial stage and rapid convergence of k-means to the local searching to find the final result.  

The proposed algorithm is to retrieve images similar to the query image as the following step:  

Input: query color image and dataset of images  
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Output: n images retrieved similar to the query image  

Step 1: Select one color image as a query. 

Step 2: Extract color and texture features from images in the dataset during offline stage and from query image 

through online stage.  

Step 3: Create the feature vector that represents the content of images and stores it in the database.  

Step 4: Cluster the feature vector of images in the database using proposed PSO-k-means clustering algorithm 

into different groups.  

Step 5: Calculate the distance between the query image and the centroid of each cluster to find the smallest 

distance.  

Step 6: Retrieve top n images belonging to the best cluster that similar to query image 

1.3.3 Image Retrieval using SVM Algorithm 

SVM works by the mapping of input space to the feature space. Feature space is defined as the space which is 

kept for the purpose of calculating similarity by usage of the kernel function. The main feature of this space is that here 

the linear separation is much easier [17]. Here the transformation of the unprocessed data is done into predetermined 

extent sample vectors.  

For enhancing the performance of this classification it is possible to retrieve the nearby feature of the image as 

it will be helpful to attain the accuracy in the results [18]. The retrieval of all features of image on the basis of visual 

characteristics of image to the query is the primary aim of CBIR. 

 
 

Figure 1.3 Illustration of Linear SVM 

 

The above illustration 1.3 is the maximum linear classifier with the maximum range. In this context it is an 

example of a simple linear SVM classifier. Now we try to express the SVM mathematically and for this tutorial we try 

to present linear SVM. The goals of SVM are separating the data with hyper plane and extend this to non-linear 

boundaries using kernel trick. 
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Figure 1.4 Representation of Support Vectors 

 

Given a set of labelled training data and a Mercer kernel K, there is a set of hyperplanes that separate the data 

in the induced feature space F. This is a set of consistent hyperplanes or hypotheses known as version space. SVM 

image retrieval system employs a multi-resolution image representation. The main image features are color, shape, 

texture and similarity matrix.  

V. EXPERIMENTAL RESULT 

 

In this section let have a comparative analysis on existing HSV and EDBC technique with the proposed 

IPSOKMC with SVM algorithm with various aspects like precision, recall F-measure accuracy and error in terms of 

percentage. 
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Figure 1.5 Accuracy 

 

Figure 1.5 illustrates the experimental outcomes regarding accuracy for image 1, image 2 and image 3. The 

proposed IPSOKMC with SVM technique shows 93.66 % accuracy whereas existing EDBC and Color Based Search 

technique shows 91.75 and 65.72% respectively from the database. 
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Figure 1.6 Precision  

 

Figure 1.6 illustrates the experimental outcomes regarding precision for image 1, image 2 and image 3. The 

proposed IPSOKMC with SVM technique shows 92.66 % precision whereas existing EDBC and Color Based Search 

technique shows 87.6 and 77.65% respectively from the database.  

 

 
Figure 1.7 Recall 

 

Figure 1.7 illustrates the experimental outcomes regarding recall for image 1, image 2 and image 3. The 

proposed IPSOKMC with SVM technique shows 86.33% recall whereas existing EDBC and Color Based Search 

technique shows 81.3 and 73.51% respectively from the database. 
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Figure 1.8 F-measure 

 

Figure 1.8 illustrates the experimental outcomes regarding F-measure for image 1, image 2 and image 3. The 

proposed IPSOKMC with SVM technique shows 87.3% F-measure whereas existing EDBC and Color Based Search 

technique shows 82.3 and 72.31% respectively from the database. 
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