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ABSTRACT: With adaption of Cloud computing the demand for computational power has increased rapidly. Cloud 
data center consume massive amount of electrical energy for IT as well as not-IT purposes. To design an energy-
efficient dynamic Cloud resource management system, virtual machine (VM) consolidation is the key mechanism. It is 
based on the assertion that migrating VMs into fewer number of physical machines would lead to achieve increased 
utilization of resources and in turn results into less energy consumption in Data Center. In this paper we have presented 
a study of dynamic virtual machine consolidation for energy & network efficiency as well as to meet other objectives 
such as SLA violation aware approaches in Cloud Data Centers.  
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I. INTRODUCTION 
 

Cloud computing, a very recent exemplar shift in IT industry, is growing rapidly with the goal of providing virtually 
infinite amount of computing, storage, and communication resources where customers are provisioned these resources 
according to their demands as a pay-per-use business model [1].  
To meet the rapid growth of customer demands for computing power, cloud providers such as Amazon and Google are 
deploying large number of planet-scale power-hungry data centers across the world, even comprising more than 1 
million servers [2]. Reports show that energy is one of the critical TCO (Total Cost of Ownership) variables in 
managing a data center, and servers and data equipment account for 55% of energy used by data centers [3]. Large data 
centers also have enormous effects on the environment: higher energy consumption consequently drive in more carbon 
emission. Furthermore, inefficient use is one of the key factors for the extremely high energy consumption: in 
traditional data centers, on average servers operate only at 10-15% of their full capacity most of the time, leading to 
expenses on over-provisioning of resources [4]. 
VM Consolidation (VMC) is one such technique incorporated in cloud resource management to increase the energy-
efficiency of Cloud. VM machine migration has been there since virtualization was introduced. Hardware failure of 
existing Physical Machines (PMs) and addition of new PMs are continuous events and often occur in data center. 
Besides, resource requirement to accomplish the remaining tasks of existing service requests evolves with the course of 
time. Hence, as time progresses, it is necessary to optimize the usage of cloud resources and remap the remaining 
workload to available resources. The VM consolidation technique is applied to remap the remaining workloads to 
currently available resources which ultimately choose to migrate VMs into lesser number of active PMs, so that the 
PMs which would have no VM can be kept into sleep state. Energy consumption by a PM in sleep state is far lower 
than those in active state which ultimately minimizes the average energy consumption in data center. 
As shown in Fig. 1, before VMC is applied, VMs are hosted in different PMs. To utilize resource of a particular PM, 
VMC migrate the VM onto single PM. The state of vacated PMs can be changed from active to sleep. Thereby, 
increase the resource utilization and also decrease the overall energy consumption. 
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II. RELATED WORK 
 

VM consolidation techniques have been very attractive to decrease energy costs and increase resource utilization in 
virtualized data centers. A good quantity of research works have been done in this area which varies in respect of 
modelling techniques used and their ultimate objective. Most of the works that apply greedy heuristics mainly model 
VM consolidation as variants of the bin packing problem and propose modification of simple greedy algorithms such as 
First Fit Decreasing (FFD) [7], Best Fit [6], Best Fit Decreasing [8], and so on [9, 10]. However, as VM consolidation 
is a NP-hard problem, greedy approaches are not guaranteed to generate near optimal solutions. Moreover, most of the 
approaches use mean estimators that fail to capture the multi-dimensional aspect of server resource utilization [6]. 
Using constraint programming (CP) model, Van et al. [11] proposed VM provisioning and placement techniques to 
achieve high VM packing efficiency in cloud data centers. The use of CP the proposed frameworks effectively restrict 
the domain of the total number of servers and VMs in data center, and thus limit the search space. 
 

III. VIRTUAL MACHINE CONSOLIDATION 
 
Most of the popular public or private cloud providers offer different categories of VMs for different purposes with 
specification for each type of resource. These specifications are mainly based on the physical resource capacity and 
purpose that user is going to use for. Some VMs could have higher capacity in terms of space and others could have 
high compute power. Moreover, cloud VM instances host various types of applications and active VMs exhibit 
dynamic resource demands in run-time that can be captured and used to perform workload prediction and estimation 
[17]. The resource demand graph in cloud data centers may be stable or it could be spooky at time. The overall 
prediction of resource demand is another topic of research. VM consolidation addresses the demand of multi-
dimensional resource usage with objective of maximization of resource usage and minimization of energy usage.  
Compacting more number of VMs into fewer number of PMs, resource utilization ratio of PM PMi, Rpi would become 
higher. In turn increase mean resource utilization ratio Rmean of data center.  
 

Rpi = Utilized Amount of Resource of PMi / Total Amount of Resource of PMi …(1) 
Rmean = 1/N ∑ Rpi                     … (2) 
 

If more VMs are placed in a single PM, resource contention may arise which would lead towards poor Quality of 
Service (QoS). Given the problem of maximization of resource usage and minimization of energy usage, it is extremely 
challenging to design VM consolidation algorithm. In this paper, we have presented detail discussion on a wide range 
of Dynamic VMC algorithms which caters the aspects of resource utilization maximization and energy consumption 
minimization. 
 
  3.1 VMC COMPONENTS 
 
VMC algorithm has three core components [4, 21] which are as follows:  
– Source Host Selection: First, among all the PMs, a set of PMs are selected from where VMs are migrated out. The 
Source Host Selection component takes all the PMs and VMs as input and selects one or more PMs as source PM(s) 
from where VMs would be migrated out. 
– VM Selection: Secondly, one or more VM(s) are selected for migration from a source PM. The VM Selection 
component takes the PM as input which has been selected by Source Host Selection component and selects one or more 
VMs from that source PM for migration into a different PM.  
– Destination Host Selection/VM Placement: Finally, the Destination Host Selection/VM Placement component 
selects a PM for each of the migrating VM which was selected by VM Selection component.  
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3.2 CLASSIFICATION OF VMC ALGORITHMS 

VMC algorithms can be broadly classified in two groups: –  
A. Dynamic VMC (DVMC) Algorithm: The workload received in Cloud is dynamic in nature. Also, removal of 

some PM due to hardware failure or for maintenance purpose and addition of new hardware in data centre also 
takes place. In DVMC algorithm, present VM to server assignment is taken into consideration. The workload 
or resource requirement of any VM ad its location in PM can be dynamic. The algorithm consolidates the VMs 
considering their dynamic nature of workload and location. Majorly, it focuses on migrating the VMs in lesser 
number of PMs so as to minimize the active number of PM. 

B. Static VMC (SVMC) Algorithm: Static VMC (SVMC) algorithms, also referred to as consolidated VM 
placement algorithms do not consider the current VM-to-Server assignment while choosing a new destination 
PM for any VM. SVMC provides solution for initial VM placement in minimum possible PMs so as to 
minimize the energy consumption in cloud data center (CDC). In [22], the authors have mentioned that static 
VMC algorithms work with a set of fully empty PMs and a set of VMs with specific resource requirement. 
But, do not talk about the reallocation of VMs on to different PMs as workload dynamically changes. Only 
initial workload requirement is taken into consideration therefore, it is called as SVMC algorithm. [23-26] are 
examples of SVMC algorithm.  

SVMC may cause problems when workload of VMs increase on particular PM, it may also cause degradation of 
performance. The VM to Server assignment is not taken into consideration in SVMC. They may be useful for initial 
placement of VMs or migrating VMs from one DC to another DC. As the time progresses, both of workload and 
resource availability changes in CDC. Therefore, apart from the initial consolidated VM placement, DVMC is one of 
the key techniques that uphold the energy-efficiency, resource usage optimization and profit maximization of CSPs. As 
such, in this paper we have focused on DVMC algorithms. In the following section the classification of the DVMC 
algorithms has been presented. 
 
3.3 DVMC ALGORITHMS 

 
DVMC problem focuses on run-time environments where VMs are active and already hosted by servers in the data 
center. Consolidation of such VMs are achieved by the VM live migration operations, where a running VM is relocated 
from its current host to another server while it is still running and providing service to its consumers [27]. DVMC 
algorithms can be classified into two groups:  
 
– Centralized DVMC Algorithm: As proposed in [28-30], in centralized architecture, a single controller has the 
information about current resource availability of all the PMs in cluster. The controller runs the Centralized VMC 
Algorithm which selects a destination PM for a migrating a VM on basis of availability of resource. 
 
– Distributed DVMC Algorithm: In this case there is no single controller, but PMs exchange information related to 
their current available resource with their neighbor PMs. Distributed DVMS decision is based upon the consensus 
amongst the PMs. Example of distributed DVMC algorithms are [31, 32]. 
 
In section 2, we have mentioned the first task of DVMC algorithm is to select the source PM. A DVMC can randomly 
choose the source PM or on the basis of under or over resource utilization. In the following section we have discussed 
about the types of DVMC algorithms based on the way source PMs are selected. 
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3.3.1 CLASSIFICATION BASED ON THE WAY SOURCE PMs ARE SELECTED 
 
DVMC algorithms can be classified into two groups:  
 

A. Threshold-Based DVMC Algorithm: Upper and lower threshold values are used to identify a PM as under-
loaded or over loaded. Resource utilization ration Rpi is compared against threshold value. If Rpi is greater 
than the threshold, PMi is considered as over loaded and vice-versa. High value of Rpi is strong indicator for 
degradation of QoS. 
 

B. Threshold-Free DVMC Algorithm: Unlike threshold-based DVMC algorithms, in threshold-free DVMC 
algorithms, resource utilization ratio of the PM Pi, Rpi is not compared against any threshold value to identify 
the PM as overloaded or underloaded. Instead, the source PMs are selected either randomly [34] or some 
functions are applied to favour PMs having either higher or lower Rpi compare to those of other PMs. 
Examples of threshold free DVMC algorithms are [25, 34, 35].  

 
It is clear from the above definitions that in contrast to threshold-based, threshold-free will select the PMs irrespective 
of resource usage or in other words, randomly. Threshold-free would consider the global picture of increase of 
workload in all PMs in combination. As opposed to random source PM selection, the heuristic approach to always 
select the source PM with highest or lowest resource utilization ratio, may not ensure the achieving of global best 
solution. Since, there is no random source PM selection policy in threshold-based DVMC algorithm, therefore, it may 
not provide the global best solution. Furthermore, compare to threshold-free approach, the number of VM migrations 
may become higher in threshold-based approach. To illustrate more, assume that overall workload in the CDC has 
become high. PMs would then experience high utilization as per threshold-based approach and would start migrating 
out their VMs. However, VMC is a combinatorial optimization problem.  

 
 

3.3.2 CLASSIFICATION OF DVMC ALGORITHMS BASED ON VM SELECTION POLICY 
 
After source PMs are selected, the next step of VMC is to select one or more VMs that need to  migrate out from 
source PM. Based on the different VM selection policies used in different DVMC algorithms, The DVMC algorithms 
can be largely classified into two groups:  

A. Clustered VM Selection (CVS): In cloud, where multi-layered architecture is deployed to run an application 
that comprises of application server(s), load balancer, database server(s), these may be hosted separately in 
different VMs. For such architecture, where frequent communication among the servers is required, it may 
hamper the performance if these VMs are not hosted in nearby PMs in CDC. Instead of migrating a single 
VM, a group or cluster of VMs of an application is considered as potential candidate for migration. Prominent 
examples of such clustered VM selection algorithms are [24, 39]. 

B. Single VM Selection (SVS): In contrast to CVS, SVS algorithms select a single VM to migrate out. Various 
single VM selection strategies as found in the literature are mentioned in the following: 

– Random Choice (RC): Among all the VMs residing in the source PMs, a VM is randomly selected [33, 40]. Random 
VM Selection can select a VM in Ο(1) time which is fastest than rest of the approaches.  
 
– Minimization of VM Migration (MVM): Minimum number of VMs are migrated to make the current resource 
utilization of a PM lower than the upper utilization threshold. MVM algorithm as proposed by [33], the VM with the 
highest utilization is selected and the process is repeated until the new utilization becomes lower than the upper 
utilization threshold.  
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– High Potential Growth (HPG): The VM with lowest ratio of actual resource usage to its initial claimed resource 
demand is selected [33]. Asymptotic running time of the algorithm is Ο(n). 
 
– Minimization of Migration Time (MMT): In MMT, the VM which takes minimum time for migration is selected. The 
migration time is calculated as the ratio of RAM utilized by VM to the spare network bandwidth [21]. Asymptotic 
running time of the algorithm is Ο(n). 
 
– Maximum Correlation (MC): VM that has the highest correlation of the resource utilization with other VMs are 
selected [4]. Multiple Correlation Coefficient as proposed by [41], is used to determine the correlation between the 
resource utilization of VMs. 
 
The RC has the fastest run time. It may help to find the globally optimal solution, if source PM is selected randomly 
using threshold-free approach as discussed earlier in section 3.3.1. If source PM is selected using heuristic approach 
such as choosing PM with highest or lowest resource utilization would be source PM and then VM is randomly chosen 
for that PM, then RC will not yield global optimal solution. In contrast to that, after selecting source PM, rest of the 
algorithms such as MVM, HPG, MMT and MC are more likely to decrease the energy consumption as compared to 
RC. Heuristics like MVM, HPG, MMT and MC certainly provide the local best solution, whereas RC probabilistically 
chooses a solution which may not be locally optimal. To illustrate more, VMs experience degraded QoS during the 
period of migration. Therefore, selecting the VM which would take the least migration time (i.e., MMT) would 
certainly assist in keeping the SLA violation lower [42]. In contrast, RC may choose a VM with higher migration time. 
Consequently, SLA violation rate would be higher for RC. 
 
3.3.3 CLASSIFICATION OF DVMC ALGORITHMS ON BASIS OF ESTIMATED FUTURE RESOURCE 
 
Future resource estimation may create substantial difference on performance of VMC algorithm in comparison to those 
which consider current resource utilization. Hence, in this section, we have reviewed both types of VMC algorithms 
from that perspective. 
 
Non-Predictive Dynamic VMC Algorithm (NPDVMC): NPDVMC algorithms consider the current aggregated 
resource demand of VMs. VM migration decisions are taken when the current resource utilization of the PM PMi, Rpi 
becomes very high or very low so that SLA violation can be avoided or energy consumption can be minimized. 
Projecting nonpredictive VMC algorithms are [24, 25, 28-30, 34, 45]. 
 
Predictive Dynamic VMC Algorithm (PDVMC): PDVMC algorithms take the decision to migrate VMs from one PM 
to another PM considering the estimated future resource demand of VMs instead of current resource demand. Examples 
of PDVMC algorithms are [36, 46]. Linear regression [38] is used to generate an estimated future resource utilization 
of a PM from analyzing its past resource utilization statistics. 
 
PDVMC algorithm is more proactive than NPDVMC as VMs are migrated out from the source PMs on basis of 
prediction of workload in future. PDVMC has displayed lower SLA violation because being a proactive approach if 
migrate VMs out prior to QoS degradation and shows improvement in reducing resource contention. 
 
One of the core components of DVMC algorithms is destination PM selection where migrating VMs are placed. This is 
also referred as VM placement problem. In the following section, we have discussed approaches to select destination 
PMs for migrating VMs as incorporated in different DVMC algorithm. 
 
3.3.4 CLASSIFICATION OF DVMC ALGORITHMS BASED ON DESTINATION PM SELECTION STRATEGIES 
 
After VMs from source PM are selected, they needs to be place in destination PM, that gives rise to new problem of 
selecting destination PM which is known as VM placement. The goal is to find destination PM in such a way that 
minimizes the total number of active PMs. Destination PM selection is itself is a NP-Hard problem and hence a number 
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of heuristic as well as meta-heuristic algorithms have been proposed in the literature. Based on different destination PM 
selection strategies DVMC algorithms can be classified into three groups: 
 
Random PM Selection (RPS): As proposed in [24], the destination PM is randomly selected from the appropriate PMs 
for a given VM.  
 
Greedy Heuristic: Greedy Heuristic algorithms are most pervasive in the literature to select the destination PM for 
migrating VMs. Several popular heuristic based algorithms are as follows: 
 

– Random Choice (RC): As discussed in [47], RC algorithm randomly chooses a destination PM for a migrating 
VM which is already active. 
– First Fit (FF): In FF [47], PMs are ordered in a sequence and for each VM, the first available PM from the 
ordered list of PMs is selected. The asymptotic running time of First Fit is Ο(n), where n is the total number of 
VMs. 
 
– First Fit Decreasing (FFD): FFD is same as FF, except the VMs are sorted in the decreasing order of their 
resource demand. Then the destination PM for the first VM with highest resource demand is first searched using 
FF algorithm, as the searching continues for the VM with second highest resource demand and so on. The 
asymptotic running time of FF is O(n log n + nm) where n is the total number of VMs and m denotes the total 
number of PMs. 
 
– Next Fit (NF)/ Round Robin (RR): Like FF, NF also performs a sequential search, except it starts from the last 
server selected in the previous placement [39]. NF is also referred to as Round Robin (RR). The asymptotic 
running time of NF is same as FF. 
 
– Best Fit (BF): In BF, the PM with the minimum residual resource is selected as its destination PM [46]. The 
residual resource of the PM is the difference between the total resource capacity of that PM and the aggregated 
resource demand of the hosted VMs in it along with the resource demand of the target VM for which destination 
PM is under search. 
 
– Best Fit Decreasing (BFD): VMs are first sorted in the decreasing order based on their resource demand. 
– Power Aware Best Fit Decreasing (PABFD): PABFD proposed by [33], is a modified version of BFD, as the 
VMs are first sorted in decreasing order based on their CPU demand and then the destination PM is selected with 
the least power increase compare to all the suitable PMs which could host the target VM. 
 

3.3.5 CLASSIFICATION OF DVMC ALGORITHMS BASED ON DIFFERENT OBJECTIVES 
 
Minimization in energy consumption is one important factor among other that VMC concentrate upon by placing the 
VMs in minimal number of PMs. Simply putting higher number of VMs in single PM may minimize energy 
consumption but may probably cause performance degradation and hence SLA violation. Therefore, minimization of 
energy consumption and minimization of SLA violation are two confronting goals. While most researchers have 
focused to maintain a balance between minimization of PMs’ energy consumption and SLA violation, some researchers 
have considered other aspects too, such as energy consumption by network, network throughput, security and so forth. 
 
A. SLA Violation Aware: VMs hosted on a PM shares its resources such as CPU, RAM and network bandwidth and 

so forth, therefore as number of VMs running on a PM increases, it also increase the waiting time for the VM to 
utilize PM’s underlying resource. VM migration also temporarily suspend the service that it is providing to the 
user. Hence, VMC causes SLA violation. [24] is an example of SLA Violation aware VMC algorithms 
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B. Network Efficiency Aware: Such algorithms, for instance, [45] aim to uphold the network efficiency through 
considering different network related aspects, such as minimization of network energy consumption, reduction of 
network congestion and so forth. [45, 48] are examples of network efficiency aware VMC algorithm. 

C. Data Center Energy Aware: As resource demand in cloud increases, it directly increases the energy consumption 
of a data center. Minimization of IT and non-IT energy consumption is one big challenging aspect of any data 
center. It is crucial for any data center to fully utilize the resource and minimize the energy consumption right from 
the VM level. Therefore, researchers have presented VMC algorithms which consolidate VMs in such a way that 
energy spending after cooling the data center can be minimized. [34] is an example of such VMC algorithm which 
minimizes the energy related to data center cooling. 

     
TABLE 1. DETAILED ANALYSIS OF DYNAMIC VMC ALGORITHMS 

 
VMC 
Decision 
Process 

Resource 
Considere
d 

Source PM 
Selection 
Strategy 

Destination 
PM 
selection 

Application of 
Prediction 
Strategy 

VM 
Selection 
Criteria 

Objective Project / 
Research 

Centralized CPU 

Static and 
Adaptive 
Threshold 
based 

Greedy 
Heuristic Non Predictive 

RC, 
MMT, 
MC, HPG 

Security 
Aware 

Security Aware 
and Energy 
Efficient Virtual 
Machine 
Consolidation in 
Cloud computing 
systems [28] 

Centralized CPU 
Adaptive 
Threshold 
based 

Greedy 
Heuristic Non Predictive 

RC, 
MMT, 
MC, HPG 

Network 
Efficiency 
Aware 

Dynamic Virtual 
machine 
consolidation for 
improving energy 
efficiency in 
cloud data centers 
[29] 

Centralized 

Single 
resource 
type 
presented 
by value 

Adaptive 
Threshold 
based 

Greedy 
Heuristic Non Predictive 

RC, 
MMT, 
MC, HPG 

Minimizati
on of Inter 
cluster VM 
migration 

Hierarchical 
Portfolio Theory 
Based Virtual 
Machine 
Consolidation in 
Compute Cloud 
[24] 

Centralized CPU Threshold 
free approach 

Meta 
Heuristic Non predictive RC 

Minimizati
on of PM 
and 
network 
related 
energy 

Thermal Aware 
workload 
consolidation in 
cloud data centers 
[34] 

Centralized 

CPU, 
Memory 
and 
Storage 

 
Mathematica
l method 
proposed 

Non Predictive  
SLA 
Violation 
Aware 

Optimizing 
Virtual Machine 
Consolidation in 
Virtualized Data 
centers using 
Resource 
sensitivity [25]  

Centralized 
CPU, 
Memory 
and 

Static and 
Adaptive 
approach 

Greedy 
Heuristic Predictive 

VM with 
highest 
resource 

SLA 
Violation 
Aware 

Virtual Machine 
Consolidation 
with Multiple 
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Network 
bandwidth 

demand Usage Prediction 
for Energy 
efficient data 
centers [50] 

Centralized CPU Adaptive 
Threshold 

Greedy 
Heuristic Non Predictive 

RC, 
MMT, 
HPG, MC 

SLA 
Violation 
Aware 

An efficient 
resource 
utilization 
technique for 
consolidation of 
virtual machines 
in cloud 
computing 
environment [40] 

Centralized CPU 
Over utilized 
and under 
utilized PM 

Greedy 
Heuristics Non predictive MMT 

SLA 
Violation 
Aware 

Improved Virtual 
machine 
migration 
approaches in 
cloud 
environment [22] 

Centralized CPU and 
Memory 

Adaptive 
Threshold 
based 

Greedy 
Heuristic Non predictive MMT 

SLA 
Violation 
Aware 

Self-Adaptive 
Resource 
Management 
System in IaaS 
clouds [37] 

Distributed CPU Adaptive 
Threshold  

Greedy 
Heuristic Non predictive  

SLA 
Violation 
Aware 

A Gossip Based 
Dynamic Virtual 
Machine 
Consolidation 
Strategy for 
Large Scale 
Cloud data 
centers [31] 

Centralized CPU Static 
Threshold 

Greedy 
Heuristic Non predictive 

RC, 
MMT, 
MC, 
MVM 

Minimize 
active PMs 
and SLA 
Violations 
while 
limiting 
VM 
migration 

An energy aware 
heuristic 
framework for 
virtual machine 
consolidation in 
cloud computing 
[41] 

Centralized CPU Static 
Threshold 

Meta 
Heuristic Predictive 

VM from 
under 
utilized 
PMs 

Minimizati
on active 
servers and 
maximize 
resource 
utilization 

Dynamic Virtual  
Machine 
Consolidation for 
energy efficient 
cloud data centers 
[42]  

Distributed CPU Adaptive 
Threshold 

Greedy 
Heuristic Non predictive  

Fuzzy 
VM 
selection 

SLA 
Violation 
Aware 

VM consolidation 
approach based in 
heuristics, fuzzy 
logic and 
migration control 
[34] 
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Centralized CPU Static 
threshold Heuristic Non predictive  MMT 

SLA 
Violation 
Aware 

Server 
Consolidation 
with minimal 
SLA violations 
[45] 

   

IV. CONCLUSION AND FUTURE SCOPE 
 

CDC consumes large amount of energy. State of the art VMC algorithms have developed to tackle multitude of 
problems of managing resources in CDC. A review of a study of DVMC algorithms have been presented in the paper. 
We have put forth our viewpoints and highlighted the major differences between various DVMS algorithms. 

 Distributed DVMC are more robust and reliable, it eliminates the single point of failure that is the case in 
centralized DVMC. 

 SVMC can be considered as first stage of limiting energy consumption, DVMC further minimize while 
increasing the resource utilization. 

 Threshold based DVMC approach is time efficient, but it may stuck in local minima or maxima, instead of 
finding globally optimal solution. 

 DVMC may cause aggressive consolidations which in turn give rise to SLA violations. Adaptive Threshold-
based DVMC algorithms may limit SLA violations but may be less efficient in minimization of energy 
consumption. 

 MMT is most popular VM selection strategy. It is SLA violation aware by selection the VMs in such a way it 
decreases the migration time. 

 Predictive DVMC cause more number of VM migrations but at the same time minimize the SLA violations 
that may arise due to resource contention in case of increasing demand of workload. 

 In contrast to meta-heuristic, greedy heuristic algorithms may stuck in local minima or maxima, but yet give 
sub-optimal solution quickly. 
 

Existing predictive DVMC algorithms apply common prediction technique for all PMs. The resource usage pattern of 
different co-hosted VMs in single PM may vary. There could be possibility of wrong prediction because of mismatch in 
past and present resource utilization. This could be addressed in future works of PDVMC. Moreover, except for MMT, 
selecting a VM for migration wholly based on CPU demand may cause underutilization of other resources of a PM. To 
come up with strategy that takes into consideration the multitude nature of VM consolidation id challenging which 
opens gate for future scope. 
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