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ABSTRACT: Judgment of two objects based on specific parameters or factors is human ability. This Human 
intelligent would make computers better with higher performance and accuracy. Although it’s hard even for humans 
also to determine what are comparable objects and their parameters of comparison and imparting this intellect to 
software is challenge. Equating objects is significant part of assessment building. Numerous methods have been 
described for excavating similar objects from Web to advance consumer experience in equating objects online. 
Though these exertions mine only entities unambiguously equated in developed corpus, and may eliminate objects that 
happen less-regularly but possibly analogous on web.  Research Approaches have been compared with techniques 
involved in; machine learning approach has been taken in to consideration. This research work is effort in 
development of system that goes beyond recommendation, systems with decision support. The systems are future of 
online software’s. 
This research article is review work done on 20 research scholar articles addressing similar research work .finding a 
research area for master is main task accomplished in this paper .this paper forwards first step towards research 
project. A proper tally survey has been presented in paper to find problem and at end try to find a best solution to 
overcome them. 
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I.INTRODUCTION 
 
In product search process, equating alternate choices is the essential steps which we bring out daily basis. This needs 
high knowledge capability. During online shop of laptop we must have thorough knowledge of specifications alike, 
Graphics, Storage, Processor, Display, Memory etc. It is very difficult to users with inadequate knowledge for making 
worthy choice of laptop to get and relating the alternate choices. Magazines like Consumer Report, laptop Journal and 
mass media do effort to provide comparisons content and reviews to satisfy. A compare action, using World Wide 
Web involves hunt for web containing info concerning products, determining products, and identify pros and cons. 
Here, our objective is discovery of comparable entities providing user’s say entity. If provided entity, Nokia N90, we 
will find comparable entities like Nokia N70, blackberry, iPhone etc. 
 

II. TABULATED LITERATURE SURVEY 
 
Tabulated Literature survey has been done in hierarchical way finding research scope in every article and then 
summarizing it for problem and then using proper technique to solve this problem with algorithm, design and special 
technique machine learning. 
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Year Author Title Abstract Methodology/Technique 
1997 Claire Cardie Empirical Methods in 

Information Extraction. 
Introduction Article on 
learning Algorithms for 
understanding Natural 
language. Generic 
design is been 
presented To overcome 
Accuracy probability 
and knowledge 
learning  from text via 
architecture 

TokenizationTaggingsentence-
AnalysisExtraction merging-
templateGeneration 
[methodology is sentence to phrase and 
phrase to word extraction for correct IE 
process] 
 
Corpus Based Learning Algorithms 
Improve Individual process of IE and 
overall system performance. 
 
Annotated Corpus (with key) plus 
Background Knowledge sentence. 
Preprocessingtraining-process 
(algorithm)test-generationlearning 
algorithmextraction patterns. 

1999 Dan Algorithms on Strings Tress 
and sequences 

This is Introduction 
books on algorithms 
and string matching for 
search solving problem. 

Suffix Tree data structure has been 
found to be best Matching and linear 
search method. 
Clustering method boot search. 

1999 Mary Elaine Relation learning of pattern –
match rules for Information 
Extraction 

IE is Shallow text 
process to mine items 
from NLP Document 
which necessity domain 
information which are 
time taking learning 
machine building task. 
RAIPER system 
implements example 
based documents and 
filled template for 
pattern matching and 
fills template. bottom 
up learning technique 
is used for algorithm 

Relational learning & Rule-
representation 
Pre-filler:tag Filler: word Post-
filler sem: price 
learning Algorithm: compression-
based 
and chiefly contains of specific to 
general 
Search. 
Evaluated on approx. 785 posting 
online. 
Limited to fixed length of word and 
context. 

2003 Ellen Riloff Learning Extraction pattern 
from Subjective Expressions. 

Bootstrap method is 
presented which over 
time learns extraction 
pattern for subjective 
texts. Classifier 
generates large training 
examples to input 
pattern extraction 
procedure. Which in 
turn increase subjective 
identification, boot 
strap increases higher 
recall with precision. 

Pattern generation for NLP to identify 
relevant subjective information 
precision classifiers automatically 
identify 
subjective and objective text from 
labeled corpus  sent to  training set 
learn extraction patterns related with 
subjectivity, and generated patterns 
could be used to grow Training 
setcomplete bootstrap. 
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2003 Greg Linden Amazon.com 
Recommendations: Item-to-
Item-Collaborative 
Filtering(IEEE) 

Present’s recommender 
system which 
recommend user 
product based on user 
browsing behavior on 
amazon.  Author 
highlights that this 
scheme would make 
search better. 

Introductory paper on recommender 
system. Collaborative filtering provides 
best product matching to user need. 
System makes better product buying for 
users. 

2006 Jindal Identifying Comparative 
Sentences in Text 
Documents(ACM) 

Comparison is quite 
Different and further 
step than opinion 
mining which helps 
web user evaluate 
products .comparative 
sentences are identified 
into different type with 
supervised 
methodology precision 
is 79% and 81%recall. 
 
 
 
 
 
 
 

Class sequential rule and Machine 
learning  
solve Two Problems: 
A. Non-comparative with comparative 
word: Example: In the context of speed, 
faster means better” 
B. Limited Coverage: many sentences do 
not contain comparative word. 
Example: In market capital, Intel is way 
ahead of Amd. 
Solution: computational 
method(machine learning for issue A 
and user preference for B 

2006 Bing Liu. Mining comparative 
sentences and relations 

Extension of above 
paper with comparator 
identification .simple 
rule that comparator 
has two objects X and 
Y . 

The article presents a novel method to 
mine comparators and identify the 
associativity in between them. 

2006 Raymond J. Mining Knowledge from Text 
Using Information 
Extraction.(ACM/IEEE) 

IE process mines 
knowledge from 
unstructured corpus 
and examine this with 
data-mining techniques 
to extract more 
patterns. The IE system 
extracts knowledge 
from text documents. 

Supervised system trained on human 
developed corpus achieves robout . 
Classifiers increase performance of IE 
system. Sequence labeling with pos 
tagging and lexical database in 
additional increases precision of system. 
Unsupervised methodology is needed to 
develop corpus automated. 
Therefore semi-supervised methodology 
is found to be best. 

2007 Glen Jeh Scaling Personalized Web 
Search 

Developing particular 
user centric search is 
demand of current 
scenario the author has 
used partial vector 
technique to scale web 

Partial vector 
Selective expansion algorithm 
Repeated squaring algorithm 
graph based search is better approach 
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graph based search for 
user personalization, 
dynamic programming 
has been used to worn 
in constructing 
personalized search. 

2013 Shasha Li Comparable Entity Mining 
from Comparative 
Questions(IEEE) 

Paper present a 
bootstrapping 
algorithm on weakly 
supervised 
methodology for 
comparing two entities. 
F1 score of 82.5% and 
83.3% for comparable 
extraction. 

Jindal and liu work is extended CSR 
LSR with generalized special lexical 
patterns been mined. 
Classifiers have been used to mine 
automate knowledge set. 

 
III. RESEARCH SCOPE 

 
 Unsupervised learning algorithm is one side but developing trainable algorithms is research scope to address 
small size corpus and better IE system. [Article 1] 
 
 Incorporating Better data-structure would reduce the time complexity of search Process. [Article2] 
 
 Simple bottom up learning algorithm and limited to constrained word and simple manual constructed machine 
learning [Article3]. 
 
 Recommender system only recommends items donot give decision. System in combination to recommender and 
decision support would facilitate best experience.[Article4]. 
 
 Tested for Single Classifier can be compared with various classifier performance, with addition of new learning 
pattern and problem to identify new objective sentence. [Article5]. 
 
 Automatically classifying subjective and objective sentences is future research scope. Precision and recall can be 
improved more. [Article 6]. 
 
 With increases in web and text data efficient algorithms are needed to mine useful and important knowledge, 
better algorithm is requirement [Article7]. 
 
 Semi-supervised methodology is found to be best and hence developing such system is scope [Article 8]. 
 
 Personalized search has got limitations and is difficult task but can be done with intent recognition [Article9]. 
 
 The system has been developed on bootstrap method and has better results which has be made better with solving 
comparator disambiguation like paris Vs Hilton( place and celebrity) which requires categorization.[Article10]. 
 

IV. PROBLEM SCOPE 
 
We follow KISS principle in problem which implies keep it simple as simple as it can be with research track 
formulation in solving problem in research area which are been built from research scope. 
 Solve limited knowledge based entity mining. 
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 Solve pattern building issue. 
 Solve comparator disambiguity. 
 Increase recall of system 
In order to this Implement: 
  Classifier and learning algorithm 
 Automated corpus building. 
 Cluster building with graph based search 
 Fully web based automated comparator system. 
 

V. PROPOSED METHODOLOGY 
 
Research track is been formed on above Problems and step by step solving it we implement modules for that and the 
system is been developed on pipes and lines architecture in modular design. The is base design model selected for 
development the system would change as we gone on developing better and better system with modular development 
and adding new NLP components. 

 
VI. CONCLUSION 

 
          This is review article and first step in research development  in this article survey has been done on abstract 
methodology and algorithm and techniques used by other research scholars we develop in research scope and find 
solution to solve this problem in software with design algorithm data-structure in proper selection .the next 
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implementation article would include in implementation with comparative study in comparison to other research 
work. 
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