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ABSTRACT: In this paper Cyclic Redundancy Check codes are implemented to detect the usefulness of various types 
of errors that might occur through the transmission of data stream carrying message signal through the internet. The 
explanation has been prepared in such a way that bit position, number of bits of data word and codeword of the 
generator polynomial are measured random.  This helped to obtain satisfactory result with the proposed polynomial. 
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I.  INTRODUCTION 
 

When a communication signal is sent from one network to another a mixture of distortion or alter within the shape of 
that signal occurs. This is due to attenuation, presence of noise, high latency all these factors. Broadcast links and 
transmission links are the two main types of data transmission technology[1]. Many error-detecting and error-correcting 
codes are known, but both ends of the link must agree on which one is being used. In addition, the receiver must have 
some way of telling the sender which communication have been suitably established and which has not.  Method of 
coding can be mainly classified as block coding and convolution coding.  
 
There are also other ways like evaluation of minimum hamming distance, internet checksum, cyclic coding. Among 
these, cyclic codes provide better performance in detecting different types of errors. Cyclic codes are special linear 
block codes with one extra property[4]. In a cyclic code, if a codeword is cyclically shifted (rotated), the result is 
another codeword. Cyclic Redundancy Check (CRCs) codes are so called because the check (data verification) code is 
a redundancy (it adds zero information) and the algorithm is based on cyclic codes[2]. The central concept in detecting 
or correcting errors is redundancy. These redundant bits are added by the sender and removed by the receiver. Their 
occurrence allows the receiver to detect or correct the corrupted bits. 
 

II. TYPES OF ERRORS AND A PROPOSED POLYNOMIAL 
 
Whenever bits flow from one position to another, they are subject to changeable  since of interference. This 
interference can change the shape of the signal. In a single-bit error, a single bit has to be changed 0 is altered to a 1 or 
a 1 to a 0. In a burst error, multiple bits are changed. A burst error is more likely to occur than a single-bit error. The 
period of noise is usually longer than the period of 1 bit, which means that when noise affects data, it affects a set of 
bits. The number of bits pretentious depends on the data rate and interval of noise. Now a better way to know cyclic 
codes and how they can be implemented is to represent them as polynomials[1]. A pattern of 0s and 1s can be 
represented as a polynomial with coefficients of 0 and 1. The power of each term shows the position of the bit; the 
coefficient shows the value of the bit. Here ( x4 + x2+x + 1) this 4th order polynomial is chosen as a standard one ,whose 
binary pattern is represented as 10111. 
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III. DESIGN OF CRC ENCODER-DECODER 
 

A code is called cyclic if [xnx0x1...xn-1] is a codeword whenever [x0x1...xn-1xn] is also a codeword. CRCs are also 
classified as block coding. In block coding, the original message is divided into blocks, each of k bits, called datawords, 
r redundant bits are added to each block to make the length n = k + r. The resulting n-bit blocks are called codewords. 
Now the extra r bits are chosen or calculated. CRC is used in networks as LANs or WANs. Figure (1) depicts the 
principle of operation of CRC Encoder and Decoder[5]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

    Fig 1: CRC encoder and decoder 
 
In the encoder, the dataword has k bits (8 here); the codeword has n bits (12 here). The size of the dataword is 
augmented by adding n - k (4 here) 0’s to the right-hand side of the word. The n-bit result is fed into the generator. The 
generator uses a divisor of size n - k + 1 (5 here), predefined and agreed upon. The generator divides the augmented 
dataword by the divisor (modulo-2 division). The quotient of the division is discarded; the remainder (r3r2 r1r0) is 
appended to the dataword to create the codeword[11].  
 
The decoder receives the possibly corrupted codeword. A copy of all n bits is fed to the checker which is a replica of 
the generator. The remainder formed by the checker is a syndrome of n - k (4 here) bits, which is fed to the decision 
logic analyzer. The analyzer has a simple function. If the syndrome bits are all as, the 8 leftmost bits of the codeword 
are accepted as the data word  otherwise, the 8 bits are discarded (mistake)[12]. 
 

IV. ALGORITHM FOR CRC ERROR DETECTION 
 
CRC_ENCODER (data_word, divisor) k  length of the data_word 
 
n  length of the code_word c  n – k 
 
Augment c 0’s to the right hand side of the data_word to create the augmented_data_word 
 
remainder = MOD_2_DIV (augmented_data_word, divisor)  
Append the remainder to the original data_word to create the code_word 
 
CRC_DECODER (code_word, divisor) remainder = MOD_2_DIV (code_word, divisor) 
 

If the remainder contains all 0’s then the data_word is accepted 
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Else 
 

the data_word is discarded MOD_2_DIV (augmented_data_word, divisor) 
 
Call the uppermost c bits of the message the remainder Beginning with the most significant bit in the original message 
and for each bit position that follows, look at the c bit remainder: 
 

If the most significant bit of the remainder is a one 
then 
 Set the appropriate bit in the quotient to a one, and 
 

XOR the remainder with the divisor and store the result back into the remainder 
Else 

 
Set the appropriate bit in the quotient to a zero, and 

 
XOR the remainder with zero (no effect) Left-shift the remainder, shifting in the next bit of the 

message. 
 
Return the remainder 
 

V.  CYCLIC CODE ANALYSIS 
 

A cyclic code can be analyzed to find its capabilities by using polynomials. The following is defined where f(x) is a 
polynomial with binary coefficients[6,7]. 

 

Dataword: d(x) Codeword: c(x) 
Generator: 
g(x) 

Syndrome: s(x) Error: e(x)  
 
If s(x) is not zero, then one or more bits is corrupted. However, if s(x) is zero, bit is not corrupted with any errors. In a 
cyclic code, 
I. If s(x) ≠ 0, one or more bits is corrupted. 
2. If s(x) = 0, either 
 
a. No bit is corrupted. or  
 
b. Some bits are corrupted, but the decoder failed to detect them.  

 
In this analysis the intention is to find the criteria that must be imposed on the generator, g(x) to detect the type of error 
. Now the relationship among the sent codeword, error, received codeword, and the generator is also found as shown 
below:  
 
Here,  received codeword =c(x) + e(x)  
 
In other words, the received codeword is the sum of the sent codeword and the error. The receiver divides the received 
codeword by g(x) to get the syndrome[8]. This can be written as-  
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The first term at the right-hand side of the equality does not have a remainder (according to the definition of codeword). 
So the syndrome is actually the remainder of the second term on the right-hand side. If this term does not have 
syndrome =0, either e(x) is 0 or e(x) is divisible by g(x). The first case is simple if there is no error; the second case is 
very important. Those errors that are divisible by g(x) are not caught. In a cyclic code, those e(x) errors that are 
divisible by g(x) are not caught. 
 

VI. IMPLEMENTATION 
 
Steps followed by Cyclic Redundancy check 
Sender Side (Encoder)[10] 
1. Convert the message into binary form 
2. Add Zeros to the message with divisor values ie 4 bit you add 3 Zeros 
3. Perform Modulo 2 division 
3. Remainder is consider as redundancy bits 
 
On the other hand, the receiver does not know if no errors have occurred through communication[9], 
 
Receiver  Side(Decorder) 
1.codeword  is transferred to receiver side 
2. Perform Module 2 division 
3. if remainder is zero message has been sent without any error. if it is non zero then some bits has been  corrupted 
  
ENCODER 
Divisor - 1101  
Dividend - 1011001 
 if the divisor is 4 bit value then you add three zero to the dividend now you get the value 1011001000 
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VII. CONCLUSION 

 
 The better way to understand the cyclic codes is polynomial. The properties of cyclic codes suggest a very simple 
method to encode a message. Cyclic code have a very good performance  in system of division process using Modulo-2 
arithmetic to detect single bit error and burst error. 
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