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ABSTRACT: Bilingual dictionaries have always been an important source of query translation in Cross Language 
Information Retrieval. Besides other issues bilingual translation suffers from ambiguity problem. To resolve this issue, 
several recent works have recommended the use of term co occurrence statistics. Same concept with a major 
modification is the focus of our work described here. Our work is based on the fact that all terms do not have same 
discriminating power in a query. To overcome such problem, our algorithm provides more weight to discriminating 
terms in the query and treats co occurrences of useful terms as more valuable than those of frequent terms. The paper 
also takes into account the concept of local context in formulating formula for co-occurrences statistics. In the 
experiments, our method achieved 85% of monolingual translation in terms of the mean average precision (MAP). The 
results are quiet encouraging as compared to other methods used for cross language information retrieval for Indian 
languages. 
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I. INTRODUCTION 
 

The traditional monolingual Information System (IR) facilitates users to access document written in the same language 
as the query. With the enormous increase of information in various languages on the web, retrieval engines are forced 
to cross the language barrier and allow users to search for information resources in languages other than the language 
of the query submitted. This trait of retrieval engines is termed as Cross Language Information Retrieval (CLIR). Cross 
language Information Retrieval can thus be defined as retrieving documents in language different from the language of 
request [1].   
 Achieving effective CLIR is an interesting challenge for researchers. To resolve language disparity, either 
query or documents can be translated [2]. Although, high quality machine translation system makes it possible to 
translate documents [3], [4], query translation is more popular in research community. This is because of the shorter 
length of queries as compared to documents, which make query translation simple and economical. 
 For query translation, one can use machine translation service or train a system using parallel corpora or 
employ easy available online machine readable dictionaries (MRDs) [5], [6], [7], [8], [9]. Easy availability of machine 
readable bilingual dictionaries has made them a viable source for Cross lingual query translation. Each lookup in the 
dictionary gives back a number of translations of a query word. For instance, word ‘bank’ has three senses. Different 
senses refer to a financial institution or river bank or reservoir. This is referred as ambiguity problem. Selecting the 
most appropriate translation from this pool, termed as disambiguation is a crucial part of dictionary translation. 
 Most of these disambiguation strategies exploit word co-occurrence patterns [10], [11], [12], [13]. Co-
occurrence statistics emphasizes that the correct translations of individual query terms tend to co-occur in the target 
language corpus while incorrect translations do not. This data is quiet helpful as  we like to choose the best translation 
of the query term under consideration that is consistent with the translations selected for all remaining query terms [14].   
 Gao et al. mentioned that effectiveness of cross lingual query translation is less than 60% as compared with 
monolingual retrieval in terms of average precision [15].  
 To improve the average precision, we are implementing a cross lingual English-Hindi retrieval system and 
check whether we can overcome the mentioned average precision limitation.  Our system introduces a method called 
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Weighted Mutual Information Score which provides more weightage to the discriminating terms while finding the co-
occurrence of query terms. 
 The paper is structured as follows. Section 2 provides overview of few works related to the use of co-
occurrence information to deal with the problem of translation ambiguity. Section 3 discusses our proposed method and 
disambiguation algorithm and section 4 provides our test results. Finally section 5 concludes our study and gives an 
outlook on future work. 

 
II. RELATED WORK 

 
 Many researchers favoured to use bilingual dictionaries for query term translation as the approach being 
simple and practical. But the method suffers from the problem of translation ambiguity as there is often one-to-many 
translation in bilingual dictionaries. So to achieve high performance dictionary based query translation, researcher’s 
resolved ambiguities by making use of Mutual Information statistics [11] to measure frequency of co-occurrence of 
query terms in existing corpora.  
 Croft and Ballesteros experimented with Spanish-English language pair to select the translation with the 
highest coherence score and revealed that the method is very successful for language pairs with scarce resources [16]. 
 Adrani approached the similar problem and used maximum similarity score between translation candidates for 
different query terms [10]. Later Gao et al. claimed that increase in distance between two terms weakens the association 
between them. They refined the disambiguation algorithm by incorporating decaying factor with the mutual 
information statistics. This refined easily outperformed the basic co-occurrence model [17]. 
Maeda et al. revisited the problem in a slightly different manner and instead of considering the co-occurrence of 
consecutive terms they considered all pairs of possible translations of query terms [13]. In the same year Liu et al. 
published an algorithm on maximum coherence model. They maximized the overall coherence of the query to estimate 
the translation probabilities of query terms using an iterative machine learning approach based on expectation 
maximization [18]. Zhou et al.  Viewed the co-occurrence of possible translation terms within a given corpus as a graph 
and determines the importance of a translation using global information recursively drawn from the entire graph [19]. 
Giang et al. Used mutual summary score based on word distribution in document collection to outperform basic model 
[12]. Andres Duque et al. Technique combines both the dictionary and co-occurrence graph to select the most suitable 
translation from the dictionary. The method relies on the hypothesis that words appearing in the same document tend to 
share related senses and thereby represent a coherent content. The co-occurrence graph is obtained by considering only 
those words that frequently co-occur in the same documents. They then use various algorithms to combine information 
from the two sources [20]. 
 

III. PROPOSED ALGORITHM 
 

Basic co-occurrence statistics aims at selecting correct translation of query terms. But it does not gives due importance 
to the discriminating terms in the query. Such terms help in improving the precision of the retrieved documents and 
thus prove themselves to be more useful in query.  
  Consider the query “Indian government policies against Pakistan terrorism”. Here terms like “Indian 
government” and “Pakistan terrorism” are more dominant than the specific term “policies” in the query. So most of the 
documents retrieved against this query will describe Pakistan terrorism rather than this specific query. To overcome 
such problem, our algorithm provides more weight to discriminating terms in the query and treats co occurrences of 
useful terms as more valuable than those of frequently co-occurring terms. 
  The usefulness of a query term to retrieve relevant documents can be measured using the standard tf-idf score.  
The term weight,	푤  of term x in document i is computed using the standard tf*idf weighting formula [21] as follows: 

푤  =푡푓 . idf x                (1) 
 
where idfx, the inverse document frequency, is computed as follows: 
 

idf x = log(n/df x)             (2) 
where, 
 
푡푓   = the number of occurrences of term x in document i 
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df x= the number of documents containing term x in the collection.  
n = number of documents in the collection. 
 
So the usefulness of a term in a collection can be given by: 
 

푤 	=  ∑ 	 푡푓 . idf x                       (3) 
 
After weight is assigned to query terms, to make term weights scalable, they are normalized as follows: 
 

푊  = 푤  /  ∑ 푤∈                                     (4) 
 
where C is the context of query as described later. 
 To obtain the association strength between terms, we use a term association measure called Dice coefficient. 
Thus Weighted Term Similarity (WTS) is given as 
 

WTS(t,x) = 	∗	 ( , )
( ) 	 ( )

   * 
	( ( , ))

                    (5) 
 
where, 
 freq(t)= the number of occurrences of term t in corpus 
freq(x)= the number of occurrences of term x in corpus 
freq(t,x)= co-occurrence frequency of terms t and x in a sentence. 
 
 Moreover the dependency of two terms depends upon their distance from each other. Farther the two terms 
are, weaker is the relationship between them. So we add a distance factor in our calculation of term similarity.  
 While translating a word ‘t’ (target word), the remaining words(or their translations)  in the query form a 
context ‘C’ that helps determine the correct translation for the target word. For instance, consider the query ‘Security 
measures in railway coach’. We use bilingual English to Hindi dictionary ‘Shabdanjali’ to find Hindi translations of 
English query terms. Here if we consider ‘coach’ (with Hindi translations कोच and श क) as target term then security 

(सुर ा, जमानत), measure (उपाय, रा श, मापद ड) and railway (रेल) form the context. Figure 1 illustrates the proposed 
method. 
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Fig 1: Disambiguation process. 
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In Fig. 1 each query term will be treated as a target term one by one considering rest of the query as context. Then 
target and as well as context terms are translated using bilingual dictionary. These translations are then disambiguated 
using proposed disambiguation algorithm to obtain suitable translation of target term‘t’.   
 
A. Disambiguation Algorithm: 

1. English query is represented as a set {(e1, H1), (e2, H2),..... (en, Hn)}, where ei is the English query term 
and Hi=(hi1,hi2…..hij) is the list of translation candidates of ei obtained from bilingual dictionary.  

2. For each Hi, 
2.1. For each translation hij∈Hi, define the weighted term similarity (WTS) between the translation hij and 

a set Hk(k≠i). Cohesion of hij with respect to Hk will be the maximum WTS for some hkl ∈ Hk. So, 
  
 Cohesion (hij, Hk) =풂풓품풎풂풙풉풌풍∈푯풌		,풌 풊푾푻푺 퐡풊풋,퐡풌풍      (6) 

2.2.  Compute final score for hij as  
  

Score (hij) =∑ 푪풐풉풆풔풊풐풏(풉풊풋,푯풌)ퟏ 퐤 퐧,			퐤 퐢                                     (7) 
 

3. Select the translation h∈Hi with the highest Score. 
 
The set of selected terms h from each Hi , 1≤ i ≤n forms the final translated Hindi query. 

 
IV. RESULTS AND DISCUSSION 

 
To evaluate the effectiveness of our proposed disambiguation algorithm, we create a test environment having a set of 
30 English queries developed on the lines of CLEF queries. The queries are formulated by using only title field of the 
English topics. We built Hindi corpus consisting of 6000 news articles published in Jagran, a news magazine in Hindi. 
We use publicly available online bilingual English to Hindi dictionary ‘Shabdanjali’ developed in IIIT, Hyderabad to 
translate English queries to Hindi language queries. The dictionary required conversion from ISCII to UTF-8 encoding 
and some basic normalization.   
 

Table 1: Test Result 
 

Method P(5) P(10) P(15) MAP Perf. 

Proposed 
Disambiguation  
algorithm 

.52 .3 .17 .53 85
% 

Monolingual 
 

.64 .3 .12 .62 -- 

 
 The table 1 describes our test results. The precision p(k), for each query returns the fraction from top k 
documents retrieved from IR system that are relevant. The average precision (AP) is calculated using standard formula 
 

                                     AP =	
∑ ( )∗ ( )

                        (8) 
 

where n is the number of retrieved documents, N is the number of relevant documents, rel(k) is an indicator function 
equaling 1 if the item at rank k is a relevant document, zero otherwise. 
 Finally, Mean Average Precision (MAP) for a set of queries is the mean of the average precision scores for 
each query. 
 

          MAP= ∑ 퐴푃(푞)           (9) 
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 For both methods, we find average values of p(k) (with k=5,10,15) and compare the MAP values to examine 
the performance of proposed method with the mono-lingual information retrieval system. This is done because the 
performance of monolingual retrieval system is considered as an unreachable upper-bound of CLIR as translation 
process introduces translation error. 
 The MAP of our proposed method is 0.532 which is 85% of the baseline method. Thus our method achieves a 
comparable effectiveness with monolingual translation and is also much high than the 60% barrier limit of dictionary 
based query translation.  
 Scarcity of resources in Indian languages makes it quiet difficult to achieve efficient CLIR for these 
languages.  Various authors have used different techniques for translation and comparison with them reveals the 
effectiveness of our method. Table 2 mentions language pairs, techniques used and their success rate (it is either 
mentioned in terms of Mean Average precision or percentage of monolingual retrieval). Comparative results show that 
our algorithm outperforms most of these methods. 
 

Table 2: Success rate of Translation Technique used for Indian language pair 
 
 

Language pair Translation Technique Success Rate 

English to Hindi 
S. Varshney and J. Bajpai(2013) [22] 

Bilingual dictionary MAP is 0.3609 

English to Hindi 
A.Seetha , S.Das & M. Kumar 
(2007) [23] 

Select first equivalent/ 
preferred –n/ random nth 
equivalent/ all equivalents 
from Bilingual dictionary 

MAP are 64.80%, 57.90%, 11.83% 
and 57.13% of monolingual 
retrieval 

Tamil to English 
S. Saraswathi & A. Siddhiqaa(2010) 
[24] 

Machine translation and 
Ontological tree 

relevance improves only by 40% 
for English and 60% for Tamil 

English to Hindi 
A.Seetha , S.Das & M. Kumar 
(2010) [25] 

Bilingual dictionary and 
post query expansion 

MAP is 0.0299 

Hindi to English & Marathi to English 
M. Chinnakotla_, S. Ranadive, Om P. 
Damani, and P. Bhattacharyya (2008) 
[26]  

Bilingual dictionary For Hindi MAP of 0.2952 using 
title and description and for 
Marathi, we MAP of 0.2163 using 
title is achieved. 

Hindi to English 
R. Udupa & J. Jagarlamudi 
(2008) [27] 

Probabilistic translation 
lexicon produced by 
Statistical Machine 
Learning 

Retrieval performance is about 
81% of that of monolingual system 

English to Hindi & Hindi to English 
S. Sethuramalingam & V. Varma 
 (2008) [28] 
 

Bilingual Dictionary English-Hindi CLIR performance 
is 58% while Hindi-English CLIR 
is 25% of the monolingual 
performance 

English to Bangla 
A.Imam & S. Chowdhury 
(2011) [29] 

SMT using parallel corpus NIST & BLUE scores (scoring 
system for evaluating the 
performance of a Machine 
Translation System.)are 4.6 and 
0.39 which is below the standard 

 
A. Observation: 
 Most of the cross lingual researches in Indian languages have used bilingual dictionary for query translation. 
But these lookups are independent of the context in which the term lies. A.Seetha et al. [23] have used three strategies 
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to obtain required translation form dictionary. They either select first equivalent/ preferred –n/ random nth equivalent/ 
all equivalents from Bilingual dictionary without considering the context of query term. M. Chinnakotla [26], though 
make use of mutual information between query terms they consider all terms equally important in the query thereby 
having less MAP as compared to our proposed system. A.Imam & S. Chowdhury [29] use parallel corpus to find 
translation.  The results obtained are not encouraging as reported by them. This can be due to scarcity of parallel 
corpora for Indian languages. Our proposed method overcomes this problem by utilizing monolingual corpus which is 
still easier to build as compared to parallel corpus for Indian languages.  
There can basically be three factors that make our algorithm better as compared to others. Firstly to disambiguate 
polysemous words, the algorithm relies on the context in which the term occurs, secondly it gives more weightage to 
discriminating terms in user query and thirdly it uses only monolingual corpora which is still easier to built as 
compared to parallel corpus for Indian languages.   
 

V. CONCLUSION AND FUTURE WORK 
 

 In this paper, we described our approach of query translation, which utilizes the concept of usefulness of 
context terms in finding the correct translation of target term. Our introduction of Weighted Term Similarity formula 
helps us in achieving comparable effectiveness with monolingual translation. As per the result comparison our method 
performs better than many other methods used for Indian languages CLIR. 
 In future we aim to test if the length of the query play any role in improving the mean average precision 
(MAP) of our proposed algorithm. 
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