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ABSTRACT: Cancer is an uncontrolled division of abnormal cells within the body. Cancer develops when the body’s 
normal control mechanism stops working. Identification of cancer by using some of the parameter plays very important 
role to reveal useful awareness of cancer disease. Classification of cancer determines appropriate treatment and helps 
determine the prognosis.In the system, new machine learning model for cancer detection were used which is known as 
Principal Component Analysis and Deep Neural Networks for identification and classification of cancer sub- types. 
Principal component analysis (PCA) is the dimensionality reduction technique of a data set consisting of many 
variables that may be correlated with each other, either heavily or lightly, while retaining the variation available in the 
dataset, up to the highest extent. The system collects cancer dataset from machine learning repository. In this paper, a 
systematic study to investigate PCAs feature extraction is presented. DNN with automatic feature extraction is firstly 
evaluated on a Breast Cancer dataset. Dataset holds features of cancer like cell size, cell shape etc. and these features 
are compared with trained input patients features and the matched cancer subtypes using various classifiers is predicted 
as a final output.  
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I. INTRODUCTION 
 
Cancer is a group of uncontrolled cell division that leads to abnormal tissue growth. Numerous a times, people often 
use the terms cancer and tumor synonymous. Yet all the know tumors are not cancerous. For disease pathogenesis, 
identification of tumor subtypes i.e. malignant and benign tumors is very useful. The first step is to cluster cancer 
patients to have a better view of virus causing the disease. Clustering is done according to their modalities such as gene 
expression and clinical information. Thus, provide a way to have better anticancer treatment for the cancer patients. In 
the recent development, it allows collecting the genomic data from the different platform for the tumor sample of the 
same set. Genomic data includes gene expression, DNA methylation and miRNA expression which is very useful for 
pathogenic mechanisms. The Breast Cancer Wisconsin (Diagnostic) Dataset that is used is freely available at UCI 
repository. The breast cancer dataset contains genetic factor expression and medical information, for example, survival 
time. Netherlands Cancer Institute provides this dataset. It consists of 569 instances and 32 attribute of patients report. 
Many feature selection algorithms have been employed to reduce gene expression data dimensions before further 
classification or clustering, such as principal component analysis (PCA) [1], [2], [3], [4], partial least squares (PLS) [5], 
independent component analysis (ICA) [6], [7], nonnegative matrix factorization (NMF) [8], [9], [10], and their 
variants [11], [12], [13], [14]. As a well-established dimension reduction technique, PCA projects data in an orthogonal 
subspace generated by the eigenvectors of the data covariance matrix. The maximum variance direction-based subspace 
spanning assures the minimum information loss in the feature selection. However, as a global feature selection 
algorithm, PCA can only capture these features contributing to the overall characteristics of data. It misses those 
features contributing to the local characteristics of data because each PC only contains some levels of global 
characteristics of data [15], [16]. This global feature selection mechanism not only leads to difficulty in interpreting 
each principal component (PC) intuitively but also prevents subtle data local latent structure discovery in the following 
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classification DNN (Deep Neural Networks-a neural network with multiple hidden layers) consists of layers of nodes 
(representing neurons) connected to nodes in adjacent layers using links that have weights (representing synapses) 
associated with them. Nodes in DNN can be active or inactive. Information is propagated in DNN by transmitting 
activation from one node to its neighbors. If a node is active, it can activate its neighbors only if they are connected by 
strong weights. Like its biological counterpart, DNN captures knowledge through distributed weights and activations of 
the nodes across the network. This is in stark contrast to the Symbolic paradigm. One of the important elements of a 
neural network is its ability to learn which is done by adjusting weights. 
 
A Deep Neural Network (DBN) is a pretending neural network which consist of binary variables. The network consists 

�of one visible layer, vl {0,1}n, where n is the number of visible variables and sequence of hidden layer, hl(1) 
� � �{0,1}m1, hl(2) {0,1}m2,..., hl(t) {0,1}mt, where m1,m2,...,mt are the number of hidden layer hl(1), hl(2),..., hl(t) 
respectively [1]. The hidden layer is constructed using conditional distributions of the Replicated Softmax Model as 
follows: 

.........................(1) 
 
 
where hlj is the hidden variable, V L is the visible variable vector, hbiasj is the bias of hidden variable, n is the number 
of visible variables, Wij is the weight matrix and vli is the visible variables, and g(·) is transform function. The 
reconstruction of the visible layer is given by using conditional distributions of the Replicated Softmax Model as 
follows: 

............................(2) 
 
 
where vlki is visible variable, hl is the hidden variable vector, vbiasi is the bias of visible variable, m is the number of 
hidden variable and Wij is the weight matrix. The DNN is learned using the equation (1) and (2). The computation of 
the weight matrix has high time complexity. The flow of this paper is as follows: Section II deals with Literature 
Review followed by Proposed System Overview in section III. Experiment Evaluation is been done in section IV and 
Conclusion is in section V.. 
 

II. LITERATURE SURVEY 
 
An easy way to comply with IJRASET paper formatting requirements is to use this document as a template and simply 
type your text into it. 
 
A. Principal Component Analysis: 
Principal Component Analysis (PCA) is a linear dimensionality reduction method that generates linear combinations of 
original features that are capable of projecting original data on a reduced dimensional space [12]. It is a most popular 
data pre processing technique that reduces the feature space by capturing linear dependencies amongst various features. 
PCA calculates principal components (PCs) that are linear combinations of original attributes. The PCs are orthogonal 
to each other and capture maximum amount of variance in the data.Several variants of PCA exist that use methods 
other than covariance matrix such as correlation matrix for calculating eigenvalues. Advantage of using PCA is low 
computational cost and low noise sensitivity. However, PCA depends upon the scalability of data and relies on 
assumption that features covering maximum variance are the most important ones. 
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B. Deep Neural Networks: 
    The conventional ML algorithms like Classification (LR, DT, Nave, RF, SVM and KNN) algorithms provide better 
accuracy in the diagnosis of cervical cancer. Machine learning is a quickly developed subarea of artificial intelligence. 
A branch of ML techniques based on the deep learning approach, such as Deep Neural Network (DNN) model, is 
producing good results across a variety of artificial intelligence tasks. The approach of deep learning is inspired by the 
ability of the human brain for complex tasks like image recognition and automatic translation. DNN is trained via 
layer-wise backpropagation to obtain tractable optimization Abid Sarwar, et al. [17], used Ensemble of Nested 
dichotomies (END ), Nave Bayes, Rotation Forest algorithm, PART, Random forest, Bagging, Multiclass classifier, 
Decorate, Random Committee ,Decision Table, Random subset space, Filtered Classifier, Multiple back propagation 
artificial neural network (MBP ANN), J48 graft and Radial basis function network algorithms in their work using Weka 
tool. Finally they concluded that, the Ensemble of Nested Dichotomies (END) algorithm gives accurate results in the 
classification of cervical cancer. Support Vector Machine [18] is a binary classifier used to classify the data objects 
which are located in space. It is a supervised machine learning algorithm helps in both classification and regression. 
When the data objects are unable to distinguish in single dimension, with the help of SVM, we can project on 
multidimensional space for better classification. 
 

III. PROPOSED METHODOLOGY 
 
The main objective of the proposed system is to degrades the time complexity of computation by using the dot product 
calculation. And enhance the accuracy of the model. Input is given as a dataset which consists of two modalities such 
as gene expression and medical information, for example, survival time. 
 
A. Preprocessing: 
 Most probably, real-world information contains numerous errors, incompleteness and inconsistency for that data 
preprocessing is needed. There are two steps in preprocessing:  
1) The data set contains some arrangement of invalid esteems to dispose of those Imputer is utilized. It is an adaptable 
class that enables you to indicate the incentive to supplant (NaN) with mean, middle, or mode. 
2) After removing null values, the next step is normalization of the dataset to get correct results, except class labels the 
remaining values should be converted (0-1). 
 
B. Principal Component Analysis: 
PCA can be most effectively used to reduce dimensionality for better visualization of dataset in lower dimensional 
space since it provides principal components which are linear combinations of uncorrelated attributes that best 
describes the variance among data. However, PCA does not provide a subset of real attributes and do not consider the 
correlation of attributes with class, hence, is not a suitable choice for feature selection. Feature evaluation and ranking 
algorithms such as filters and wrappers are capable of selecting suitable subset of features but they prove to be 
computationally inefficient and impractical for datasets having very high dimensionality. The output of PCA is a 
reduced set of uncorrelated features on which feature evaluation and ranking is applied. This will result in improvement 
of computation cost as compared to applying feature evaluation and ranking on all the features. The steps of PCA are as 
follows:  
1) Standardize the data.  
2) Calculate Covariance: Var[X1] = Cov[X1,X1] and Var[X2] = Cov[X2,X2].  
3) Obtain Eigenvectors and Eigenvalues. det(δI −A) = 0 
(δI −A)v = 0  
    4) Form the Feature vector: Feature vector=(eig1, eig2)  
    5) Forming Principal Components: Newdata= Feature vector * Scaled data C. Deep Neural Network Deep Neural 
Networks as shown in figure2 are utilized to discover concealed learning from the complex datasets. Keras is a capable 
simple to-utilize Python library for creating and assessing deep learning models. It wraps the proficient numerical 
calculation libraries Theano and Tensor Flow [11] and enables you to characterize and prepare neural system models in 
a couple of short lines of code. In deep learning, epoch is a complete pass through given dataset. Errors can be 
minimized by adjusting the number of epochs using back propagation. 
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C. Deep Neural Networks: 
Deep Neural Networks as shown in figure2 are utilized to discover concealed learning from the complex datasets. 
Keras is a capable simple to-utilize Python library for creating and assessing deep learning models. It wraps the 
proficient numerical calculation libraries Theano and Tensor Flow [11] and enables you to characterize and prepare 
neural system models in a couple of short lines of code. In deep learning, epoch is a complete pass through given 
dataset. Errors can be minimized by adjusting the number of epochs using back propagation. 
 

 
Fig 1: Deep Neural Network Model 

 
DNNs can be trained with the standard back propagation algorithm [16], as follows, in the first N layers: 

........................(3) 
And the sigmoid function is used as the activation function: 

.......................(4) 
where N is the number of layers, W is the weight, and Z is the output. 
 
D. System Architecture: 
      To classify the cancer data, Principal Component Analysis along with Deep Neural Networks is used. The proposed 
system architecture is shown in the Figure 3. In Figure 3 two modalities i.e. gene expression and clinical information 
are given as the input. Deep Neural Network (DNN) is used for each modality. DNN is composed of multiple layers in 
which the first layer is the visible layer and other are the hidden layer. For gene expression, DNN-1 is set up with one 
visible layer and three hidden layers. There are 30 visible variable in the visible layer, 800 hidden variables in the first 
hidden layer, 80 hidden variables in the second hidden layer and 2 hidden variable in the third hidden layer. Similarly, 
for clinical data, DNN-2 is set up with one visible layer and one hidden layer. There is 32 visible variable in the visible 
layer and one hidden variable in the hidden layer. The joint representation shows the top hidden layer with two hidden 
variable which is the class label. 
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Fig 2: System Architecture 

 
The conditional density distribution is calculated as follows: 

.....................(5) 
where hlj is the hidden layer variable, vl is the visible variable vector, m is the number of visible layers, Wij is 
the weight matrix, vli is the visible variable and hbiasj is the bias of hidden layer. In comparison to equation (1), we 
utilize g(_) as sig(_) transform function. The conditional density distribution uses the sigmoid function, sig(y); which 
given as follows: 

.........................(6) 
The learning algorithm is known as Contrastive Divergence (CD) is used to infer the variables in the layer of DNN. CD 
is 
applied using Gibbs sampling for kth times. For which visible and hidden layer are reconstructed for kth times. The vg 
is 
reconstructed by conditional density distribution as follows: 

..........................(7) 
where hli is the visible layer variable, hl is the hidden variable vector, n is the number of hidden layers, Wij is the 
weight matrix, hlj is the hidden variable and vbiasj is the bias of visible layer. The sigmoid function, sig(y), is given in 
equation (5). Equation (6) compared with equation (2), results in fewer computational cost and result in faster 
execution. 
When learning is completed, the values of delW is the weight matrix, delV bias is the bias vector of the visible layer 
and delHbias is the bias vector of the hidden layer are updated by using following equation: 

...............(8) 
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..................(9) 

.................(10) 
In the equation (7), the computation is done using the dot product between the constructed hidden variables from the 
first Gibbs sampling and first visible vector. Second dot product in the same equation is done between the constructed 
hidden variables from the last Gibbs sampling and last visible vector. As compared to the equation (3), computational 
time complexity is degraded in equation (7) by using the dot product calculation. Then the constructed hidden layer, 
h1g, is set as the visible layer of the DNN-2 and hidden layer, h2g is constructed using the visible layer of DNN-2. 
Similar to the construction of hidden layer, h1g. The same process will be done for clinical data. In the joint 
representation, fuse the top hidden layer of DNN-1 and DNN-2 into one hidden layer and set this hidden layer as the 
visible layer of DNN. The last hidden layer constructs the data into the different cluster. 
 
E. Software Requirement Specification: 
 Hardware Configuration 
– Processor : Minimum 2.6 GHz and above 
– RAM : 2GB 
– Hard Disk : 2GB 
– Key Board : Standard Windows Keyboard 
– Mouse : Two or Three Button Mouse 
– Monitor : Super Video Graphics Array (SVGA) 
 Software Configuration 
– Operating System : Windows 7/8 
– Programming Language : JAVA JDK 1.6 ( or above) 
– IDE : Eclipse or Netbeans for Java 
 

IV. RESULTS AND DISCUSSIONS 
 

A. Dataset: 
 Complete dataset is collected from Breast Cancer Wisconsin (Diagnostic) Dataset which is freely available. The breast 
cancer dataset contains genetic factor expression and medical information, for example survival time. Netherlands 
Cancer Institute provides this dataset. It consists of 569 instances and 9 attribute of patients report. These data present 
in dataset may be used for predicting tumor of patient and there survival time. The Lung Cancer Dataset contains gene 
expression. Machine learning repository provides this dataset. It consists of 32 instances and 57 attribute. Out of which 
class label isdiscarded, resulted in 56 attributes. 
 

Dataset No. of instances No. of attributes Size Year Publication 
Breast Cancer 
Wisconsin 

569 9 19k 1992 Netherlands 
Cancer 
Institute 

Lung Cancer 
Dataset 
(LCD) 
 

32 56 6k 1992 Machine 
Learning 
Repository 

Table 1: Dataset 
 
B. Results: 
 In the table 2, it show that two algorithms i.e. Stacked autoencode and Principal Component Analysis in combination 
with Deep Neural Networks are given. Compare the result of this algorithm and show that there is expected increase in 
accuracy of Principal Component Analysis in combination with Deep Neural Networks as compare with Stacked 
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autoencoders. The dataset is divided into Training set and Testing test by using the K-fold cross validation method. 
And hence the accuracy will be calculated separately for Training set and Testing set by calculating the Mean Square 
Estimation(MSE). 
 

Sr. No. Algorithm Input Expected output Accuracy 
1 Stacked Auto-

encoder 
Attribute value of patient Show cancer subtype 95% 

2 PCA+DNN Attribute value of patient Show cancer subtype 96% 
 

Table 2: Expected Result 
 

The accuracy will be measured by the following indicators: 
 Mean Square Error: If n predictions is given by vector ^ Y , and observed values of data being predicted is 
given by vector Y , then mean square error (MSE) of given sample is calculated as: 

.........................(11) 
 
A) Training set: The dataset is divided into training set and testing set to measure the accuracy of the proposed model. 
The 
data is divided into 70% of training set data. On this data the MSE is calculated and the accuracy as depicted as the 
MSE 
curve which shows the graph as follows: 
 

 
Fig.3.  Plot graph between number of hidden layer vs the mean squared 

error of Breast cancer data. 
 

 
B) Testing Set: The dataset is divided into training set and testing set to measure the accuracy of the proposed model. 
The 
data is divided into 30% of testing set data. On this data the MSE is calculated and the accuracy as depicted as the MSE 
curve which shows the graph as follows: 
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Fig.4  Plot graph between number of hidden layer vs the mean squared 
error of Lung cancer data. 

 

 
 

Fig 5. Comparison of Existing and Proposed system 
 
Figure 5 show the comparison between the existing system and proposed system. The x-axis gives the number of 
hidden layer and y-axis gives the time in seconds. As the bar chart show that by using the enhance RBM the speed of 
the proposed system is increased.  
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Fig. 6: Cluster dataset into four group according to the clinical data. 

 
Figure 6  illustrates the cluster identified by our proposed system. It successfully identified four clusters out of which 
118 the number of samples is identified in cluster 1, 42 number of samples is identified in cluster 2. Similarly, 27 
samples in cluster 3 and 10 samples in cluster 4. The scatter point is plotted using the attribute value of patients i.e. on 
x-axis values of compactness attributes are used and on y-axis values of smoothness attributes are used. 
 

V. CONLCUSION 
 

For disease pathogenesis, identification of tumor subtypes i.e. malignant and benign tumors is very useful. The first 
step is to cluster cancer data to have a better view of virus causing the disease. Clustering is done according to their 
modalities such as gene expression and clinical information. Thus, provide a way to have better anticancer treatment 
for the cancer patients. The removal of irrelevant and insignificant features from large datasets leads to improvement in 
data mining tasks such as classification. For dimensionality reduction, PCA is most widely used method but it does not 
provide a subset of real features. On the other hand, filters and wrappers are capable to find reduced subset of features 
but are computationally expensive. Proposed method provides a way in which PCA can be used for subset selection 
using feature evaluation and ranking such that accuracy is maintained i.e. it does not fall below the accuracy achieved 
using all features. Computational cost could be reduced significantly since feature evaluation and ranking is applied 
only to those features that are selected after PCA step. 
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