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ABSTRACT: Urban air quality monitoring has been a constant challenge with the advent of industrialization. Air 

pollution has become a major challenge for government and public all over the world. The government and other 

related departments are trying to do early precautions by processing the data and know the future effects. In prediction 

concept machine learning technique is playing a vital role to solve the issues and the problem.  

In our system which has been proposed we are concentrating on the air pollution happening in the smart cities. We 

proposes a machine learning technique to minimize the pollution which is one of the major issue and concern in the 

smart cities. The machine learning algorithms used in our proposed system are : Linear Regression (LR) , K-Nearest 

Neighbor (KNN) and Random Forest. Dataset here we used areDelhiAQI. The output of our proposed system has given 

better result than the exsiting system. 
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I INTRODUCTION 

Internet of things is interconnected to the each and every person in there day today life. Which will help to improve 

quality of humans life by connecting to n number other devices. Till now as per the nominal check there 50 billion 

devices has been connected to the IoT. Different domains are wanted to connected each other to improve the accuravy 

and prediction in the era of smart city.  Produced information are heterogeneous, conveyed and consistently changing 

and expanding step by step, henceforth boosting the information examination effectiveness in such information is 

significant. 

Smart city concept itself is a big deal which helps to monitor the city in a better way and also it makes the domains 

more interactive and efficient. From this the interaction between common people and the government will be more and 

also helps the urban life. Here we need to concentrate on data which is essential for the smart solutions, it is one of the 

important aspect and challenging task also. This is basically a result of volume, combination and components of the 

delivered data. In this way, viable methodology ought to be made to gauge and gain significant information from SC 

data. 

Pollution of air in smart cities is pulling peoples lives into threatand it is the domain where we need to concentrate on, 

it has become a hit issue and topic to the media and other weather monitoeing stations. Many research has been taken 

place on the domain of air pollution to solve it with different approaches. In our proposed system we are concentrating 

on air quality prediction using machine known technology. This technology plays a vital role in this critical 

applications like mining of the data, iamge processing and other system expert.  Linear classifier has been displayed to 

perform shockingly well with limited quantities of preparing information. 

AQI assumption needs colossal proportion of data consequently ANNs would be better choice. Different estimations 

and devices like Neural Networks, feathery a system, Support Vector Machine, Support Vector Machine for backslide, 

soft reasoning, Decision Trees, K-Nearest Neighbor has been used in advance for different use cases. Three Machine 

Learning algorithms used in proposed system is Linear Regression, KNN and Random Forest. 

           II.RELATED WORK 

In_thisZsectionZresearchZwork related to ANN, Air Quality Index Monitoring andZSupport Vector MachinesZare 

explainedZinZdetail. 

Fake Neural Networks The Artificial Neural Network (ANN) showing is presented by researchers for handling issues 

using AI. One such work is the steam gasification of palm piece shell using CaO adsorbent and coal base flotsam and 

jetsam as a stimulus. The effect of the limits like temperature, CaO/biomass extent and Coal base flotsam and jetsam 

weight rate are shown using ANN. The ANN structure is a trademark model, which is intriguing from information 

dealing with perspective since it figures and acknowledges choices and terminations a similar the human cerebrum. The 

Human cerebrum has billions of neurons which are interconnected each other and give over electrochemical signs. 
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ANNs, as often as possible insinuated as 'Neural Networks' or 'Neural structures' work like a duplicate of the human 

cerebrum to manage complex issues in AI part.  

AQI Monitoring An air quality record (AQI) is a quantitative measure used to reliably examine the air idea of different 

constituents with respect to human prosperity. Kumar et al. proposes a continuous AQI Monitoring System using 

various limits, for instance, CO, CO2, Humidity, PM 2.5, Temperature and pneumatic power. The system is attempted 

in Delhi and the assessments are differentiated and the data given by the close by regular control authority.  

Sponsorship Vector Machines :Support Vector Machine (SVM) is an overseen estimation, which is used to describe 

data into in any event two classes . Part techniques are a class of AI methodology that have become a verifiably 

standard device for learning tasks, for instance, plan affirmation, gathering or peculiarity acknowledgment. This 

reputation is on a very basic level an immediate consequence of the achievement of the SVM, likely the most well 

known bit methodology, and to the way that part machines can be used in various applications as they give a 

framework from linearity to non-linearity. 

 

                III.PROBLEM STATEMENT 

 

Air Pollution is major problem in smart cities like Bangalore ,delhi. Certain parameters of air quality have higher value 

than the average which causes the damage to the human life. Governmnet has to take propoer actions of this regard in 

rural and urban areas. 

 

Model for AQI Prediction : The below mention figure shows the model for air pollution monitoring and prediction, 

At the beginning the data has to be collected and create a dataset. Once it has been done Data has to be splitted to 

testing and training part. After the training of the data model will get generated That model will be used for further 

prediction purpose. 

 

 
 

Figure 1 : AQI data prediction Model 

 

IV.ALGORITHMS USED 

 

The algorithms used here are Linear Regression, KNN and Random Forest. 

1. Linear Regression :  Which is one of the supervised machine learning model in which the model will check 

the best fit linear line between the dependent and independent variable. Which means the linear algorithm will 

generate the relationship between dependent and independent variable. 

There are two types of linear algorithms are there simple and multiple. Where we are using simple linear algorithm, in 

which only one independent variable is there and model has to find linear relationship of the dependent variable as 

shown in below equation. 
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2. K-Nearest Neighbor (KNN) : KNN is also a supervised machine learning model which assumes the the 

similarity between new data and available data and put the new data into the category that is most similar to 

the available categories. KNN is a non-parametic algorithm, that is it does not make any assumption on 

underlying data. KNN algorithm at the training phase just stores the dataset and when it gets new data, then it 

classifies the data into category that is much similar to the new data. 

 

3. Random Forest :Random Forest is a supervised classification algorithm. We can see it from its name, which 

is to create a forest by some way and make it random. There is a direct relationship between the number of 

trees in the forest and the results it can get the larger  the number of trees, the more accurate the result. 

 

V.STEPS TO IMPLEMENT 

 

A. Dataset: Inside the degree of the endeavor, road traffic, pollution, environment, social, library and preventing 

data were accumulated from the metropolitan networks of Aarhus and Brasov in Denmark and Romania 

independently some place in the scope of 2013 and 2015. In this examination, tainting dataset of CityPulse EU 

FP7 Project is used to comprehend the proposed system. The dataset contains 8 features including ozone, 

particulate matter, carbon monoxide, sulfur dioxide, nitrogen dioxide, longitude, extension and timestamp was 

used for attempt. The dataset has 17568 models that are assembled at five-minute ranges. Every model regard 

is given as EPA's AQI standard. In this examination, ozone and nitrogen dioxide poisons are picked for air 

quality estimate. 

 

B. Model Training :The proposed model is trained on python idle tool using linear regression model primarily 

ozone and nitrogen dioxide data with other parameters is separated into two parts as training and testing data. 

Later Training are carried out by Linear Regression for each type of gas. 

 

C. Edges In this section, AQI levels are isolated into three edge regards by thinking about AQI fundamental level 

(100). 

 

Air Quality Prediction accuracy is checked for Linear Regression, KNN and Random Forest algorithm. Linear 

Regression gives the best accuracy and air quality prediction is checked for Linear Regression technique. 

Experimental results shows the evaluated result of air quality prediction model is working properly and evaluated using 

LR technique.  

 

Data Sources and Classification Standard The entire experiment is carried out using the dataset collected from the 

Government official website named Central Pollution Control Board (CPCB), Ministry of Environment, Forest and 

Climate change Government of India. Selection of Experimental dataset:  

 

 • Dataset of Delhi  

• Real-time AQI values  

• In Delhi city AQI value is integrated of nearly eight pollutants namely T, TM, Tm, SLP, H, VV, V, VM. 

 

Descriptive study for the dataset After collecting the data, most of the psychology researchers move to summarization 

of data by using different methods. In this research work, being a programming language python is selected to carry out 

the descriptive statistics. The library function used for the data statistics and data manipulation is the pandas and 

NumPY. Descriptive statistics using pandas. 
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VI.RESULT 

 

 
 

Figure 2 : Final output after prediction 

 

The figure 2 shows the output of the proposed method where linear regression is the algorithm which is implemented in 

our proposed system.  

 

               VII.CONCLUSION AND FUTURE WORK 

 

In this assessment work, a Machine Learning model for Air Quality Index assumption for splendid metropolitan 

regions is proposed. The model is attempted with the Delhi Air Quality data.  

Among three techniques used that is Linear Regression, Knn and Random Forest. Linear Regression gives us the best 

accuracy  and air quality prediction is checked for Linear Regression technique. Data mining estimations could be used 

to assemble the exactness level later on work. 
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