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ABSTRACT: Around a million deaths occur due to liver diseases globally. There are several traditional methods to 

diagnose liver diseases, but they are expensive. Early prediction of liver disease would benefit all individuals prone to 

liver diseases by providing early treatment. As technology is growing in health care, machine learning significantly 

affects health care for predicting conditions at early stages. This study finds how accurate machine learning is in 

predicting liver disease. This present study introduces the liver disease prediction (LDP) method in predicting liver 

disease that can be utilised by health professionals, stakeholders, students and researchers. Five algorithms, namely 

Support Vector Machine (SVM), Naïve Bayes, K-Nearest Neighbors (K-NN), Linear Discriminant Analysis (LDA), 

and Classification and Regression Trees (CART), are selected. The accuracy is compared to uncover the best 

classification method for predicting liver disease using R and Python. From the results, K-NN obtains the best accuracy 

with 91.7%, and the autoencoder network achieved 92.1% accuracy, which is above the acceptable level of accuracy 

and can be considered for liver disease prediction. 
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I.INTRODUCTION 

The liver is one of the most critical organs of the human body. It plays an essential role in the body’s function. Primary 

purposes include removing toxins from the body, fighting against infections, and balancing the hormones and secretion 

of bile juice (Devikanniga et al., 2020). If these functions are not performed by the liver correctly, it will result in 

several complications and liver diseases. Therefore if a virus infects the liver or chemicals that injure the liver are 

consumed,or the immune system’s dysfunction occurs, severe damage to the liver or malfunctioning may happen, 

which ultimately might cause death (Nahar & Ara, 2018). Liver disease is one of the most chronic and threatening 

diseases globally that can cause various side effects if not treated early (Dutta et al., 2022). According to World Health 

Organization (WHO) report in 2018, the number of deaths due to liver diseases is around one million and ranked 11th 

in the world with a critical number of fatalities (World Total Deaths, n.d.). As the symptoms of liver diseases cannot be 

visible until the condition becomes chronic, it is challenging and daunting for medical health professionals to identify 

liver disease at its early stages (Devikanniga et al., 2020). In addition, the traditional testing methods like sonography, 

MRI scans and CT scans that are available for detecting liver diseases are expensive and harmful with numerous side 

effects (Joloudari et al., 2019). Thus, a significant constraint found by health care workers is to predict liver diseases at 

an early stage, at minimal cost and at the same time provide a better health care system to treat liver diseases. Severe 

liver diseases include problems with indigestion, dry mouth, pain in the abdomen, skin colour turning yellow, 

numbness, memory loss and fainting problems (Shaheamlung et al., 2020). Unnoticed at the initial stages, these 

symptoms are only visible when the disease turns chronic. However, even though the liver is partially infected, it can 

still function (Devikanniga et al., 2020). Diagnosis of liver diseases can be divided into three stages i.e., the first stage 

is liver inflammation, the second is liver scarring (cirrhosis), and the final stage is liver cancer or failure. Since these 

scenarios are present in liver disease, early prediction is significant to provide better health for New Zealanders. If liver 

disease is diagnosed early, there will be a chance of early treatment and control of deaths due to liver diseases (Arbain 

& Balakrishnan, 2019). But when the liver fails to function, few treatments are available except liver transplantation 

(Shaheamlung et al., 2020), which is very expensive, particularly in New Zealand (Hepatitis C, 2021). Apparently, in 
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New Zealand, 35 - 40% of the population are not diagnosed with Hepatitis C at the early stages because of the 

asymptomatic behaviour of liver disease. Unfortunately, most of these individuals do not know the risks linked to liver 

disease. Due to the asymptomatic behaviour and higher costs of liver disease treatment, it is essential to prevent or 

diagnose early for better treatment. With advancements in biomedical sciences, the health care system has significantly 

improved by predicting disease using machine learning techniques (El-Shafeiy et al., 2018). Machine Learning 

algorithms are one of the potential solutions to this problem due to their handling large amounts of data and employing 

different approaches like classification, association and clustering, which benefits in realistic arbitration of disease 

prediction (Naseem et al., 2020). There are different learning techniques in ML methods, one of which is supervised 

learning. Supervised learning techniques use labelled data and map the input and output data. These supervised learning 

methods are widely used for prediction and classification (Osisanwo et al., 2017). Supervised learning techniques 

would be appropriate as this research predicts whether the patient has liver disease or has no liver disease. The 

supervised learning methods used in this study are Support Vector Machine (SVM) (Boser et al., 1992), Naïve Bayes 

(McCallum & Nigam, 1998), K-Nearest Neighbors (K-NN) (Fix & Hodges, 1951), Classification and Regression Trees 

(CART) (Breiman et al., 1984), and Linear Discriminant Analysis (LDA) (Kemp, 2003). The main objective of this 

research is to compare the accuracies using five supervised learning algorithms, i.e., SVM, Naïve Bayes, K-NN, 

CART, LDA and Autoencoders, for predicting whether the patient has liver disease or not. This study also proposes the 

liver disease prediction (LDP) method to help relevant stakeholders pursue an effective healthcare strategy. Moreover, 

this paper examines the techniques that indicate liver diseases at an acceptable level of accuracy and determines the 

methods that produce the best accuracy. This study selects a single data set of liver patients with five supervised 

learning techniques that are applied to that data set in R. The accuracy results from other learning techniques are also 

used to compare the best algorithm for predicting liver diseases. The stakeholders, including doctors, researchers, lab 

technicians, or companies dealing with healthcare improvements, can use these results to predict liver diseases at a 

lower cost and provide better health care in liver treatment. 

II. LITERATURE REVIEW 

In a study conducted by Vijayarani and Dhayanand (2015), the liver disease prediction applied the SVM and Naïve 

Bayes (using MATLAB 2013 software) on the Indian Liver Patient Records dataset having 583 instances and 11 

attributes, with accuracies of 79.66% (SVM) and 61.28% (Naïve Bayes). In their findings, the time taken to execute 

SVM was 3210ms, almost two times the time taken by Naïve Bayes (i.e., 1670ms), without preprocessing missing 

values. In addition to the accuracies, they found that SVM had better performance than Naïve Bayes. 

 

 Auxilia (2018) made an accurate prediction for liver disease using different ML methods, including SVM, Random 

Forest, Decision Trees, Artificial Intelligence and Naïve Bayes. The research was conducted using R on the Indian 

Liver Patient Records dataset, with 583 instances and 11 attributes. The accuracies were obtained from SVM (77%), 

Random Forest (77%), Decision Trees (81%), Artificial Intelligence (71%), and Naïve Bayes (37%), with the highest 

accuracy from the Decision Trees algorithm, and least with Naïve Bayes. 

 

 Wu et al. (2019) did a prediction analysis on patients having Fatty Liver Disease (FLD). The research collected 700 

patient records from New Taipei Hospital, which had screening tests for fatty liver disease; out of 700 patients, 577 

records were considered depending on the patient’s age and sufficient data. Of those 577 patients, 377 had fatty liver 

disease, and the remaining had no fatty liver disease. 

 

 The dataset contains patient health details of age, gender, systolic and diastolic blood pressure, abdominal girth, 

glucose level, triglyceride, HDL-C, SGOT-AST, and SGPT-ALT. Synthetic Minority Over-Sampling Technique 

(SMOTE) was applied at the data preprocessing stage, and normalisation was done. Four ML algorithms, namely 

Random Forest, Naïve Bayes, Artificial Neural Network and Logistic Regression with 3, 5, and 10-fold cross-

validation, were applied in the next step.  

 

In addition to the accuracies, the area under the receiver operating curve for all the algorithms was observed. Random 

Forest had given the best accuracy with all the cross-validations from all the results. Singh et al. (2020) focused their 

research on predicting liver disease using different classification methods with feature selection and implementing 

software for easy prediction. The study was conducted on the Indian Liver Patient Records dataset. 

 

 Some attributes were removed during the feature selection phase using the Correlation-based Feature Selection Subset 

Evaluator with the Greedy Stepwise search method in WEKA. Only five (5) attributes were selected through this 

method: Total Bilirubin, Direct Bilirubin, Alkaline Phosphatase, Alamine Aminotransferase, and Aspartate 

Aminotransferase.  
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With this, six different classification methods were applied: Logistic Regression, Naïve Bayes, Sequential Minimal 

Optimization (SMO), Random Forest, Instant based Classification (IBk), and Logistic Regression has provided the 

highest accuracy with 74.36%. The least accuracy was produced by Naïve Bayes (55.9%).  

 

Most of the past research concentrated on just the analysis but not the preprocessing part for this Indian Liver Patient 

Records dataset. So, this research bridges the gap by considering preprocessing as a significant stage in data analysis. 

Moreover, several other algorithms are also applied in this research. 

 

III. PROPOSED REASERCH METHODOLY 

 

The proposed liver disease prediction (LDP) method used in this research is based on SEMMA (Santos & Azevedo, 

2005), which stands for Sample, Explore, Modify, Model, and Assess (Azevedo & Santos, 2008). 

 

SEMMA lifecycle (see Figure 1) is a simple process to understand, aiming to get the solutions quickly for data mining 

problems and determine business goals. This methodology has developed by an institute named SAS Institute. 

 

The LDP method involved in this research are Sample, Explore, Modify, Data preprocessing, Model, Assess and 

Results. Along with these steps from the SEMMA lifecycle, two more steps, Data preprocessing and Results, are added 

to this research process. 

IV. EXPERIMENTAL ENVIRONMENT 

Experimental settings and parameter settings : 

 

The data analysis of applying algorithms and finding the accuracy is done using R with version 1.4.1717. The 

investigation starts by loading the dataset into R and then modifying and preprocessing the data. Then five different 

algorithms, namely Support Vector Machine (SVM), Linear Discriminant Analysis (LDA), Naïve Bayes, K-Nearest 

Neighbours (K-NN), and Classification and Regression Trees (CART), are applied to the dataset. For all the 

algorithms, the seed is set to 7 and a cross-fold validation of 10. For K-NN, the k value is set to 3. 

 
Classifiers : 
 
                                   Support Vector Machine (SVM) 

 SVM is a supervised machine learning technique that strives to search for a hyperplane with maximum margin. Then it 

separates the linearly independent variables onto either side of the hyperplane and classifies the data (Devikanniga et 

al., 2020). 

 

Linear Discriminant Analysis (LDA) 

 

 LDA reduces the dimensions at the preprocessing stage and classifies the data. LDA organises the data by mutating the 

attributes to lower-dimensional space, magnifying the within-class and between-class variance ratios and providing 

greater class separation (Tharwat et al., 2017). 
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Naïve Bayes 

 

 Naïve Bayes is one of the basic probabilistic classifiers which classifies the specific class with the given tuple. It is 

categorised by hypothesising that every attribute has a solitary effect on the class attribute by not depending on other 

attribute values (Passi & Pandey, 2018). 
 

K-Nearest Neighbours (K-NN) 

 

 K-NN is one of the most straightforward and efficient classification methods. This method predicts the test data point 

label with the superior class of its k most identical points of training data (Zhang et al., 2017). 
 

Autoencoder Network 

 

 Autoencoder is a special type of Artificial Neural Network that uses an unsupervised approach for learning features, 

making it more efficient for small datasets with overlapping features. Autoencoders networks (deep and narrow) 

successfully solved complex classification problems (Tirumala, 2020). 

 
V. EXPERIMENTAL RESULT 

 

After applying different algorithms to the liver disease data set, accuracy, sensitivity, specificity, and confusion matrix 

are recorded. 

 

 
Results of different experimented algorithms 

 

The results obtained from the experiment, except for two algorithms, SVM and LDA, the rest three algorithms gave an 

acceptable level of accuracy above 75%. Autoencoders (3 layered) achieved 92.1% (921 correctly classified instance) 

accuracy, with K-NN achieving an almost similar level of accuracy with correctly classified instances to 917. The 

lowest accuracy is for Naïve Bayes, 65.1%, with only 651 correctly classified instances. 

 

Confusion Matrix  
 

The confusion matrix is used to anticipate the behavioural structure of supervised learning algorithms. It is a square 

matrix and represents actual and predicted class values. The rows in the confusion matrix represent the actual values, 

and the columns represent the predicted values. In binary classification (see Figures 6a and 6b), a 2*2 matrix represents 

the confusion matrix consisting of true positives (TP), true negatives (TN), false positives (FP), and false negatives 

(FN) (Caelen, 2017). 
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SVM BASED CONFUSION MATRIX 

 

LR BASED CONFUSION MATRIX 

 

NAVE BAYES BASED CONFUSION MATRIX 
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CNN BASED CONFUSION MATRIX 

 

ANN BASED CONFUSION MATRIX 

Accuracy 

 Accuracy is the value of correctly classified instances in both classes (Wu et al., 2019). Accuracy = 

TN+TP/(TP+FP+TN+FN) The example calculation of accuracy for K-NN = 450+467/ (1000) = 0.917. So, the accuracy 

of KNN is 91.7%. The rest of the accuracies for other algorithms is shown in Figure below. 
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Sensitivity 

 Sensitivity is the value of correctly classified positive instances (Coenen, 2012). It says how well the algorithm 

correctly classified the patient has liver disease. 

                                  

Specificity  

Specificity is the value of correctly classified negative instances (Coenen, 2012). It says how well the algorithm has 

correctly classified that patient has no liver disease. Specificity = TN/(TN+FP) 

                               

 

Correlation between the Attributes 

 In the correlation plot, it can be observed that some attributes, namely total proteins, albumin and globulin ratio, and 

albumin, are not much likely correlated with the class attribute, and the remaining attributes are significantly correlated 

with the class attribute. This correlation plot is generated using Pearson Correlation in R to know how likely the 

attributes are correlated. 
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The proposed liver disease prediction (LDP) method has provided the right path for liver disease detection. From the 

results of this study, after balancing the dataset, SVM has 78.1%, and Naïve Bayes has 65.1%. This balancing of the 

dataset using ROSE significantly changes the accuracy compared to the accuracies produced by Auxilia (2018), which 

is 77% for SVM and 37% for Naïve Bayes.  

V.CONCLUSION 

Since the liver disease is not easy to diagnose, given the delicate nature of its signs, this research is pertinent in 

determining the algorithms that have better accuracy in predicting this dreadful disease. The stages in the proposed 

LDP method provide a better alignment of each phase. Once the dataset is selected, the preprocessing step is conducted 

by replacing the missing values and balancing the dataset. After that, using R, five different supervised learning 

methods are applied (i.e., SVM, Naïve Bayes, KNN, LDA, and CART), and the accuracy with confusion matrix metrics 

are recorded. The result shows that K-NN has a better accuracy of 91.7% for liver disease prediction. Autoencoders are 

applied in this research as a test case for understanding the classification ability of unsupervised algorithms over other 

traditional approaches. In this study, the autoencoder with 3-layers achieved an accuracy of 92.1%, slightly higher than 

K-NN due to its ability to ascertain overlapping features better than conventional K-NNs. Most of the algorithms are 

more than the acceptable level of accuracy, which is 75%. The results from this study would be able to assist health 

care professionals and relevant stakeholders in the early detection of liver disease. 
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