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ABSTRACT: In today’s world, thanks to the advancement of technology, predicting the students’ performance 

is among the foremost beneficial and essential research topics. data processing is extremely helpful within 

the field of education, especially for analyzing students’ performance. It’s a incontrovertible fact that predicting 

the students’ performance has become a severe challenge due to the imbalanced datasets during this field, 

and there's not any comparison among different resampling methods. This paper attempts  to match various 

resampling techniques like Borderline SMOTE, Random over Sampler, SMOTE, SMOTE-ENN, SVM-SMOTE, 

and SMOTE-Tomek to handle the imbalanced data problem while predicting students’ performance using two 

different datasets. Moreover, the difference between multiclass and binary classification, and structures of the 

features are examined. To be ready to check the performance of the resampling methods better in solving the 

imbalanced problem, this paper uses various machine learning classifiers includi ng Random Forest, K-Nearest-

Neighbor, Artificial Neural Network, XG-boost, Support Vector Machine (Radial Basis Function), Decision 

Tree, Logistic Regression, and Naïve Bayes. Furthermore, the Random hold-out and Shuffle 5-fold cross-

validation methods are used as model validation techniques. The achieved results using different evaluation 

metrics indicate that fewer numbers of classes and nominal features will lead models  to raised performance. 

Also, classifiers don't perform well with imbalanced data, so solving this problem is important. The performance 

of classifiers is improved using balanced datasets. Additionally, the results of the Friedman test , which may be 
a statistical significance test, confirm that the SVM-SMOTE is more efficient than the opposite resampling 

methods. Moreover, The Random Forest classifier has achieved the simplest result among all other models while 

using SVM-SMOTE as a resampling method. 

 

KEYWORDS: Classification, data mining, educational data mining, imbalanced data problem, machine learning, 

resampling methods, statistical analysis. 

 

I. INTRODUCTION 

 

Recent advancement in  several fields has  led  to  a  large amount of collected data [1]. Since analyzing the consider- 

able amount of data to reach useful information is a tedious task for humankind, data mining techniques can be 

used to discover valuable and significant knowledge from the data [2]. It is well-known that universities are 

operating in a very complex and highly competitive environment [3], [4]. The main challenge for universities is to 

examine their perfor- mance profoundly, identify their uniqueness, and build tactics for further development and future 

achievements [5]. The educational system understands the potential of using data mining to improve its performance 

dramatically. 

Educational Data Mining (EDM) is the implementation of data mining methods for analyzing available data at educa- 

tional institutions [6]. Although data mining leads to knowl- edge discovery, machine learning algorithms provide the 

needed tools for this purpose. The high accuracy prediction in students’ performances is useful as it helps to identify the 

students with low academic achievements at the early stage of academics [7], [8]. Educational data mining helps 
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educational organizations to extend their understanding of the learning process by analyzing the related educational 

data [9], [10]. In fact, the prediction of student academic performance is indispensable for student academic 

progression, and it is also challenging due to the influence of different factors affecting students’ performance [11], [12]. 

In recent years, researchers have introduced new strategies for educational data mining. 

 

There have been numerous researches in the education field. In 2008, [13] introduced an Artificial Neural Net- 

work (ANN) model using a sample of 1,407 students’ pro- files to predict their performance. The proposed algorithm 

was trained and tested by applying the hold-out method, which is one of the most popular cross-validation techniques. It 

should be noted out that there are other researches that have implemented the Artificial Neural Network algorithm as a 

predictive model. In 2015, [14] developed two differ- ent models of the Artificial Neural Network algorithm. The 

results of this research indicated that the Artificial Neural Network model could predict 95% of students’ performance 

accurately, which shows the effectiveness of this model in prediction. Furthermore, [15] tested the Artificial Neural Net- 

work model with the overall accuracy result of 84.6%, which proves the potential of this model in predicting students’ 
per- formance. It is apparent that other machine learning models have also been developed. [16] formed a Naive Bayes 

model using the 700 students’ data to predict their performance. Also, [17] used the Decision Tree models with an 

overall correct classification percentage of 60.5%. In addition, this research indicated the essential features using feature 

impor- tance method. 

 

 
 

 

II. MATERIAL & METHODS 
 

This paper attempts to compare the different resampling methods of handling the imbalanced data problem to find the 

best approach and classifier while predicting the students’ performance. Also, examining the difference between mul- 

ticlass and binary classification and the importance of the features’ structure are among the goals of this research. The 

steps of the applied methodology to achieve the goals of this paper are as follows: 

1.  Data Collection 

2.  Data Preprocessing 

3.  Handling Imbalanced dataset 
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4.  Implementing Predictive Models 

     5.  Analyzing the Results 

 

A. DATA SET INFORMATION 

This research has used two different educational datasets from educational institutions of Iran and Portugal [23]. In 

the Iran dataset, all available information about postgraduate students collected and registered manually from Iran 

Uni- versity of Science and Technology between 1992-93 and 2014-15 academic years. This dataset consists of a 

set of factors that can affect the students’ performance. This dataset includes information on the 650 students with 19 

different attributes. Also, in the Portugal dataset, all the information is related to student achievement in the 

secondary education of two Portuguese schools. This dataset includes information on the 394 students with 19 

different attributes. The output variable in this study is the Final GPA. The information about the output attribute for 

both datasets is divided into four categories based on the grade point average of the students. These four categories  

are Poor, Medium, Good, and Excellent students, so this paper faces a multi-classification problem. Table 2 presents 

the main features of these datasets. Using these two datasets helps to better express the imbalanced data problem in all 

levels of educational fields, to have a better comparison among different resampling methods, and to gain more 

trustable results. Moreover, different structure of these datasets helps to have a more comprehensive analysis in the 

effect of the formation of a dataset. 

 

B. DATA PREPROCESSING 

One of the most significant steps in machine learning is data preprocessing. This step transforms the raw data into a 

proper and understandable format. In the real world, datasets contain many errors; therefore, this step can solve the 

errors, and the datasets become easy to handle [28]. Fortunately, handling the missing data as a step of data 

preprocessing is not needed because the datasets used in this research have no missing data. 
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1)  IMBA LANCE D DATA PROBLEM 
Imbalanced data problem occurs in many real-world datasets where the class distributions of data are highly imbalanced. 

It is important to note that most machine learning models work best when the number of instances of each class 

is approximately equal [29]. The imbalanced data problem causes the majority class to dominate the minority class; In 

fact, the Iran dataset includes more samples from Medium (40% of samples) and Good classes (40% of samples), while 

the other two classes have fewer samples (the Poor class with 11% of samples and the Excellent class with only 9% 

of samples).The Portugal dataset involves 15% of samples related to Poor class, 44% of samples to Medium class, 35% 

of samples to Good class, and only 6% of samples to Excel- lent class. Accordingly, it is necessary to solve the imbal- 

anced data problem because this problem may lead to unpredictable outcomes.  

Many strategies have been generated that can handle the imbalanced data problem. The sampling-based 

approach is one of the most effective methods that can solve the imbalanced data problem. The sampling-based 

approach can be classified into three categories, namely: Over-Sampling [31], Under-Sampling [32], and Hybrid-

Sampling [33]. 

 

A:  OVER-SAMPLING METHOD 

Over-sampling raises the weight of the minority class by replicating or creating new minority class samples. There 

are different over-sampling methods; moreover, it is worth noting that the over-sampling approach is generally applied 

more frequently than other approaches. 

 

Random Over Sampler 

This method increases the size of the dataset by the repetition of the original samples. The point is that the random over 

sampler does not create new samples, and the variety of samples does not change [34]. 

 

 SMOTE 

This method is a statistical technique that increases the number of minority samples in the dataset by generating new 

instances. This algorithm takes samples of the feature space for each target class and its nearest neighbours, and then 

creates new samples that combine features of the target case with features of its neighbors. The new instances are not 

copies of existing minority samples [35]. 

 
 

 
 

Borderline SMOTE 

In this method, samples and the neighboring ones are more likely to be misclassified than the ones far from the border- 

line. This method uses the number of majority neighbors of each minority sample to divide the minority samples 
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into the three groups, namely Safe, Danger, and Noise. It should be noted that the Danger group is used to generate new 

instances [36]. 

 

SVM-SMOTE 

This method generates the new minority class samples along with directions from existing minority class instances  

towards their nearest neighbors. The SVM-SMOTE focuses on creating new minority class samples near borderlines 

using the SVM model to help set boundaries between classes [37]. 

 

2)  FEATURE SCALING 

Feature scaling or data normalization is a technique that helps to normalize the range of independent variables or 

features of the dataset. Most of the machine learning models use the Euclidean distance between two data points, so 

they may not work well without Feature Scaling [41]. There are four popular ways to implement Feature Scaling, 

namely Standardization, Mean Normalization, Min-Max Scaling, and Unit Vector. The range of students’ 
performance dataset values used in this paper is widely varied. This paper uses the Standardization method to rescale 

the features. As a result, all the features have the standard normal distribution characteristics with µ  = 0 and σ  = 1 

where µ is the average, and σ is the standard deviation from the average. The formula used to scale the values is as 

follows [42]: 

Z= 
𝑥−µσ  

 
III. MACHINE LEARNING MODELS 

 

There are various classifications machine learning models. This paper carries out different classifiers, including 

Random Forest [43], [44], K-nearest-neighbor [45], [46], Artificial Neural Network [47], [48], XG-boost [49], [50], 

Support Vector Machine (Radial Basis Function kernel) [51], [52], Decision Tree [53], [54], Logistic Regression [55], 

[56], and Naïve Bayes [57]. It is a well-established fact that most machine learning classifiers support multiclass 

classifica- tion inherently, such as Artificial Neural Network (ANN), K-Nearest Neighbor (KNN), Random Forest 

(RF), Logistic Regression (LR), Decision Tree (DT), and Naïve Bayes (NB). Since Support Vector Machine (SVM) 

and XG-Boost do not support multiclass classification inherently, one vs. one method is used for applying the 

Support Vector Machine model, and one vs. all method is used for implementing XG-Boost model All of the 

used machine learning models in this paper are listed in Table 4, together with their specific parameters’ settings. 

 

IV. MODEL VALIDATION 
 

Cross-validation is a model validation technique applied to evaluate how the statistical analysis results are generalized 

into  an  independent dataset. This paper uses  two  popular different cross-validation approaches, which are random 

hold-out (randomly divides the 80% of the data into the training set and 20% into the test set) and shuffle 5-fold cross- 

validation. It should be noted that the resampling method can only be used on the training set, and the test set classes 

should not be balanced at all. Therefore, all the resampling methods are applied to the training set while using different 

model validation. 

 
V. EVALUATION METHODS 

 

Evaluating the performance of classifiers is an essential part of comparing and finding the best model. There are 

many ways to measure and check the performance of machine learning algorithms. This paper uses various 

evaluation methods such as prediction Accuracy, Sensitivity, Precision, and F1-score; moreover, the statistical 

evaluation strategy is used for a more trustable and powerful analyzing and comparing. Analyzing and comparing the 

classifiers’ performance is a significant procedure. Although it is simple to use evaluation measures, the obtained results 

may be misleading. Therefore, finding the best model or method based on their capabilities is a critical challenge. 

Statistical significance tests are planned to solve this problem [58]. The repeated-measures ANOVA is the typical 

statistical test method which is used to determine the differences between more than two related sample means. The 

null-hypothesis being examined in the ANOVA test is that all resampling methods perform the same and the detected 

differences are only arbitrary [59]. It should be noted that the ANOVA test considers three assumptions. These 
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assumptions are as follows: 

1- The samples should be normally distributed. 

2- The sample cases should be autonomous from each other. 

3- the variance between the groups (methods which are being compared) should be approximately equal. 

 
VI. RESULTS & DISCUSSION 

 

This paper tries to show the effect of imbalanced data problem and handle this problem using various resampling 

methods; additionally, determining the best resampling method and the best classifier compare to all other models and 

examining the difference between multiclass and binary classification and the importance of the features’ structure are 

among the aims of this paper. All presented models and methods have coded in Python, which is an interpreted, 

general-purpose, high- level programming language. Moreover, all practical opera- tions are performed with a 2 GHz 

Intel Core i7 MacBook Pro with 4GB of RAM. It should be pointed out that all the classifiers are first executed on the 

imbalanced data to show the effect of the imbalanced data problem on the models’ performance. Next, all the 

classifiers are implemented on balanced data generated by resampling methods to notify a better perception of the 

effectiveness of the resampling methods as ways to solve the imbalanced problem. 
 
 
A. RANDOM HOLD-OUT METHOD RESULTS 

Table  5  shows  the  performance  of  the  different  classifiers on the imbalanced datasets using the random hold-out 

approach. Various evaluation measure methods such as Accuracy, Recall, Precision, and F1-score are used to provide a 

better understanding of the performance of the models. One of the most popular evaluation techniques to measure a 

classifier’s performance is accuracy. This metric is the proportion between the number of correct predictions and the 

total number of samples examined. Although accuracy is easy to understand, it ignores many essential factors that 

should be considered in assessing the performance of a classifier. In Iran Dataset, all of the accuracy results are 

below 60%, which reveals that none of the classifiers have achieved satisfactory and remarkable accuracy results. The 

Artificial Neu- ral Network classifier has obtained 58.46% accuracy, which is the best result among all other models. 

Also, the worst accuracy result belongs to the Naïve Bayes with the accuracy of 46.15%. In Portugal dataset, the 

Random Forest, with an accuracy of 76.83%, has the best performance, and the Naïve Bayes with an accuracy of 47.72% 

has the worst performance. The Recall is the probability of detection indicating the proportion of items identified 

correctly. It means that ANN correctly identifies 58.46% of all different students in the Iran dataset. All the classifiers’ 
recall test results are similar to their accuracy results. Besides, precision is the portion of the relevant results. The results 

of this test do not include remark- able outcomes using Iran dataset. The highest precision in the Iran dataset belongs to 

ANN with 52.98%, and the lowest one goes to Naïve Bayes with 27.76% among all other classifiers. In the Portugal 

dataset, results are so much better. In fact, the highest precision goes to Random Forest with 78.44%, and the lowest 

one goes to Decision Tree with 58.23% among all other classifiers. 

 

One of the essential results from table 5 is the overall low performance in all the classifiers. For example, in the Iran 

dataset, the highest accuracy among the classifiers belongs to. ANN with 58.46%, and in the Portugal dataset, Random 

Forest, with 46.83% has the best performance. There are lots of reasons that can reduce the initial accuracy in classifica- 

tion. One of the reasons could be the structure of the features. The initial results of the Portugal dataset are better than 

Iran dataset, and this can be because of their features’ structure. Actually, Portugal dataset has more numeric features that 

help the models to better find the patterns in the data. Another reason could be the number of classes. As mentioned, 

this paper deals with two different datasets that have four classes each. To analyze the effect of the number of 

classes on the initial performance, we reduced the number of classes to two. 
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B. SHUFFLE 5-FOLD CROSS-VALIDATION RESULTS 

This paper utilizes the shuffle 5-fold cross-validation, which splits the dataset into five subsets and uses one of the five 

subsets as the test set and the other four subsets as the training set every time and then repeats the hold-out method five 

times. Table 10 shows the achieved average accuracy results and variance of implementing machine learning models 

using this type of validation method. 
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C. STATISTICAL TEST RESULTS 

Various resampling methods provide different balanced data and classifiers have different performances while using 

different balanced data. Therefore, it is so hard to find the best resampling method to achieve the best results from 

machine learning models. Statistical significance tests assist in dealing with the chal- lenge of choosing the best 

resampling method. As declared, this paper uses the accuracy data collected by shuffle 5-fold cross-validation for 

each resampling method based on different machine learning models. 

 

Normality assumption should be checked before applying the ANOVA test. The Anderson-Darling normality test 

results on shuffle 5-fold cross-validation indicate that the p-value is less than 0.05 (α  = 0.05) for both datasets; 

therefore, the null hypothesis is rejected, and the ANOVA test cannot be used. Table 11 reveals the results of the 

Anderson-Darling normality test for both datasets. Since  the  ANOVA  normality  assumption  is  violated, the  

Friedman  test  is  applied  for  comparing  the  resampling methods instead of the ANOVA test in both datasets. Table 

12 displays the results of the Friedman test. 
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Table 13 exposes the results of the median and sum of ranks derived from the Friedman test in both datasets. The midpoint 

of the dataset is named the median.The data points of each resampling method are split equally above and below the 

midpoint value. Furthermore, the overall median is the midpoint of all data points. median response for the SVM-

SMOTE method is consid- erably higher than the overall median in both datasets. Moreover, the result of the sum of 

ranks for the SVM- SMOTE method is better than other resampling methods in both datasets. These results confirm 

that the SVM-SMOTE method might be more efficient than the other methods. 

 
VII. CONCLUSION 

 

The recent improvements in numerous areas have led to the collection of a considerable amount of data. Today, 

educational institutions collect information about students. One of the main challenges for these institutions is 

analyzing and predicting their students’ performance. Educational Data mining is a robust analytical method that can 

be used to discover significant and meaningful knowledge from educational data; however, it can face some 

difficulties such as imbalanced educational data problems in predicting students’ performance. 

 

This  study  intends  to  show  the  effect  of  imbalanced data problem and find the best resampling method 

among the different methods of handling the imbalanced data problem, namely Borderline SMOTE, Random Over 

Sam- pler, SMOTE, SVM-SMOTE, SMOTE-ENN, and SMOTE- Tomek. It should be noted that two different 

datasets related to students’ performance are used, the difference between multiclass and binary classification, and 

structures of the fea- tures are considered. Several classifiers are applied to inform a better conclusion of resampling 

methods. All the classi- fiers are first performed using the random hold-out method on the imbalanced dataset. The 

results show that classifiers do not have acceptable predictions while imbalanced data, and they cannot predict some 

of the classes at all. More- over, the obtained results using different evaluation metrics indicate that the few numbers 

of classes will lead to bet- ter performance with machine learning models. Also, more numeric features help the 

models to have better performance. Using the random hold-out method on different balanced data generated by 

various resampling methods determine that the performance of some classifiers is improved, and all the classes 

are predicted, so the classifiers’ performance is satisfactory. Moreover, shuffle 5-fold cross-validation is used to 

achieve more reliable results with accuracy. The results of this validation method indicate that classifiers have a varying 

performance on different balanced data for both datasets; therefore, selecting the best resampling method is not easy. 

However, it seems that classifiers work better on the data balanced by the SVM-SMOTE method in both Iran and 

Portugal datasets. This paper used the Friedman test to choose the best resampling method. The results of this test 

confirm that the performance of SVM-SMOTE is better than other resampling methods. Also, the Random Forest 

model has achieved the best results among other classifiers while using the SVM-SMOTE resampling method. 
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