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ABSTRACT: Image search re-ranking is a good technique to filter the text-based image search result. Most existing 
re-ranking approaches square measure supported low level visual options. during this project, we have a tendency to 
implement to use linguistics attributes for image search re-ranking. supported the classifier for all the predefined 
attributes, every image is diagrammatical by Associate in Nursing attribute feature consisting of the responses from 
these classifiers. A hyper-graph is the unused tomodel therelationshipbetween pictures byintegrating low-level visual 
options and attribute options. Hyper-graph ranking is then performed to order the pictures. Its basics is that visually 
similar pictures ought to have similar ranking scores. during this paper, we have a tendency to propose a visual-
attribute joint hyper-graph learning approach to at the same time explore 2 data sources. A hyper-graph is made to 
model the connection of all pictures.  
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I. INTRODUCTION 
 

The dramatic increase of online images, image retrieval has attracted significant attention in both academia and 
industry. Many image search engines such as Google and Bing have relied on matching textual information of the 
images against queries given by users.  
However, text-based image retrieval suffers from essential difficulties’ that are caused mainly by the incapability of the 
associated text to appropriately describe the image content.  
Recently, visual re-ranking has been proposed to refine text-based search results by exploiting the visual information 
contained in the images. The existing visual re-ranking methods can be typically categorized into three categories as the 
clustering based, classification based and graph based methods. The clustering based re-ranking methods stem from the 
key observation that a wealth of visual. 

 
II. LITRATURE SURVEY 

 
1]Title : Supervised Re-ranking for Web image Search 
Authors: L.Yangand A. Hanjalic 
In [1] authors said that Visual search re-ranking that aims to improve the text-base damage search with the help from 
visual content analysishas rapidly grown into a hot research topic. The interestingness of the topic stems mainly from 
the fact that thesearch re-ranking is an unsupervised process and thereforehas the potential to scale better than its main 
alternative, namely the search based on offline-learned semantic concepts, the unsupervised nature of the re-
rankingparadigm also makes it suffer from problems, the main ofwhich can be identified as the difficulty to optimally 
determine the role of visual modality over different application scenarios. 
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2]Title: Baysian Visual Re-ranking 
Authors: X.Tian, L. Yang 
Visual re-ranking has been proven effective to refine text-based video and image search results. It utilizes visual 
information to recover “true” ranking list from the noisy one generated by text-based search, by incorporating both 
textual and visual information. In [2], author model the textual and visual information from the probabilistic 
perspective and formulate visual re-ranking as an optimization problem in the Bayesian framework, termed Bayesian 
visual re-ranking. In this method, the textual information is modelled as a likelihood, to reflect the disagreement 
between re-rank results and text-based search results which is called ranking distance. 
 
3]Title:Harvesting image Databases from the web 
Authors: F. Schroff, A. Criminisi 
The objective of this workis to automatically generate alarge number of images for a specified object class (for ex-
ample, penguin). In [3] a multi-modal approach employing bothtext, meta data and visual features is used to gather 
many,high-quality images from the web Candidate images are obtained by a text based websearch querying on the 
object identifier (the word penguin).The web pages and the images they contain are downloaded. The task is then to 
remove irrelevant images andre-rank the remainder. First, the images are re-ranked usinga Bayes posterior estimator 
trained on the text surrounding the image and metadata features (such as the image alternative tag, image title tag, and 
image filename). No visualinformation is used at this stage. Second, the top-rank damages are used as (noisy) training 
data and a SVM visualclassifier is learnt to improve the ranking further. The principal novelty is in combining 
text/meta-data and visual features in order to achieve a completely automatic ranking ofthe images. 
 
4]Image Re-ranking and retrieval based on multi-attribute queries 
Authors: B. Siddiquie, R. S. Feris 
Here the authors of the paper [4]propose a completely unique approach for ranking and retrievalof pictures supported 
multi-attribute queries. Existing imageretrieval strategies train separate classifiers for every wordand heuristically mix 
their outputs for retrieving multiword queries. Moreover, these approaches additionally ignore theinterdependencies 
among the question terms. In distinction, authorpropose a scrupulous approach for multi-attribute retrievalwhich 
expressly models the correlations that square measure presentbetween the attributes. Given a multi-attribute question, 
authorsalso utilize different attributes within the vocabulary that square measure notpresent within the question, for 
ranking/retrieval. Moreover, authorsintegrate ranking and retrieval among constant formulation, by move them as 
structured prediction issues. In depth experimental analysis on the labelled  Faces in theWild(LFW), Face Tracer and 
PASCAL VOC datasets showthat our approach considerably outperforms many state of-the-art ranking and retrieval 
strategies. 
 
5]Describing Objects by their attributes 
Authors: A. Farhadi, I. Endres 
In [5]A. Farhadi, & I. Endres  propose to shift the goal of recognition from namingto describing. Doing so allows us 
not only to name familiar objects, but also: to report unusual aspects of a familiar object (“spotty dog”, not just “dog”); 
to say something about unfamiliar objects (“hairy and four-legged”, not just “unknown”); and to learn how to recognize 
new objects with few or no visual examples. Rather than focusing onidentity assignment, authors make inferring 
attributes the core problem of recognition. These attributes can be semantic(“spotty”) or discriminative (“dogs have it 
but sheep don’t”). Learning attributes presents a major new challenge: generalization across object categories, not just 
across instances within a category. In this paper, writer also introduce a novel feature selection method for learning 
attributes that generalize well across categories. A. Farhadi, I. Endres support our claims by thorough evaluation that 
provides insights into the limitations of the standard recognition paradigm. 
 

III. PROPOSED SYSTEM 
 

Proposed to refine text-based search results by exploiting the visual information contained in the images. Graph based 
methods have been proposed recently and received increasing attention as demonstrated to be effective.The multimedia 
entities in top ranks and their visual relationship can be represented as a collection of nodes and edges. 
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After a query “baby” is submitted, an initial result is obtained via a text-based search engine. It is observed that text-
based search often returns “inconsistent” results.The experimental results demonstrate superiority of the proposed 
attribute-assisted re-ranking approach over other state-of-the-art re-ranking methods and their attribute-assisted 
variants.Then the re-ranked result list is created first by ordering the clusters according to the cluster conditional 
probability and next by ordering the samples within a cluster based on their cluster membership value, a fast and 
accurate scheme is proposed for grouping Web image search results into semantic clusters. It is obvious that the 
clustering based re-ranking methods can work well when the initial search results contain many near duplicate media 
documents.proposed a semi-supervised framework to refine the text based image retrieval results via leveraging the 
data distribution and the partial supervision information obtained from the top ranked images. 

 
Fig.1 Architecture of proposed System 

 
As given in above figure user give input image as well as text query. After that the system take the image and extract its 
features by pre-processing on image on the basis of its attributes likes colour, shape, texture, edges of the image. These 
features stored in the database. After extracting features system find semantic space i.e similar images from existing 
training set in database. The input image match with multiple similar images from database with its features and its 
metadata. According to exact matching of features the related similar images will be rearranged by using re-ranking 
algorithm. At final stage the systemwill  display re-ranked images as output. 
 
ADVANTAGES OF PROPOSED SYSTEM: 
 The advantage of hyper-graph can be summarized that not only does it take into account pair wise relationship 

between two vertices, but also higher order relationship among three or more vertices containing grouping 
information. 

 regularized logistic regression trained for each attribute within each class. as attribute features are formed by 
prediction of several classifiers, semantic description of each image might be inaccurate and noisy. 

 
IV. CONCLUSION 

 
Image search reranking has been studied for five years and various techniques have been implemented recently to boost 
the performance of text-based image search engine for general queries. This technology serves as a first attempt to 
include the attributes in reranking framework. We observe that semantic attributes are expected to narrow down the 
semantic gap between low-level visual features and high- level semantic meanings. We maintain the predefined 
training set of images and its features.Our system match the input image with the training set. After this we perform 
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hypergraph ranking to re-order the images, which is also constructed to model the relationship of all images. Its basic 
principle is that visually similar images should have similar ranking scores and a visual-attribute joint hypergraph 
learning approach has been proposed to simultaneously explore two information sources.  
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