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ABSTRACT: This paper is concerned with the problem of mining social emotions from text. Recently, with the fast 
development of web 2.0, more and more documents are assigned by social users with emotion labels such as 
happiness, sadness, and surprise. Such emotions can provide a new aspect for document categorization, and therefore 
help online users to select related documents based on their emotional preferences. Useful as it is, the ratio with 
manual emotion labels is still very tiny comparing to the huge amount of web enterprise documents. In this paper, we 
aim to discover the connections between social emotions and affective terms and based on which predict the social 
emotion from text content automatically. More specifically, we propose a joint   emotion-topic   model   by   
augmenting   Latent Dirichlet Allocation with an additional layer for emotion modeling. It first generates a set of latent 
topics from emotions, followed by generating affective terms from each topic. Experimental results on an online news 
collection show that the proposed model can effectively identify meaningful latent topics for each emotion. Evaluation 
on emotion prediction further verifies the effectiveness of the proposed model. 
 
KEYWORDS: Text Mining, Social Emotions, Dirichlet Allocation 
 
 
 

I. INTRODUCTION 
 
Text mining, also referred to as text data mining, roughly equivalent to text analytics, refers to the process of  deriving  
high-quality information  from  text.  High- quality information is typically derived through the devising of patterns 
and trends through means such as statistical pattern learning. Text mining usually involves the process of structuring 
the input text, deriving patterns within  the structured  data, and  finally evaluation  and interpretation   of  the  output. 
In  order  to  predict  the emotion   contained   in  content,   we  propose  a   joint emotion  –topic  model  by 
augmenting  Latent  Drichlet Allocation   with   an   additional   layer   for   emotion modeling. Using this It  first 
generates  a set  of latent topics from emotions, followed by generating affective terms from each topic., which first 
generates an emotion from a document-specific emotional distribution, then generates a latent topic from a Multinomial 
distribution conditioned  on  emotions, The proposed  emotion-topic model  utilizes  the complementary advantages  
of  both emotion  -term model  and topic model.  Emotion-topic model [7] allows associating the terms and emotions 
via topics which is more flexible and has better modeling capability. The model is not only effective in extracting the 
meaningful latent topics, but also significantly improves the performance of social emotion prediction. 
 
A. Objective 
 
The objective of this project is to find the connections between emotions and affective terms by categorizing the 
web-content, based on the emotion present in it and also predicting the emotions from text automatically. 
 
B. Scope of project 
 
Emotions can provide a new aspect for document categorization, and therefore help online users to select related 
documents based on their emotional preferences we propose a joint emotion-topic model by augmenting Latent 
Dirichlet Allocation [2] with an additional layer for emotion modeling. It first generates a set of latent topics from 
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emotions, followed by generating affective terms   from   each   topic.   The   user-generated   social emotions [1] 
provide a new aspect for document categorization, and they cannot only help online users select  related  documents  
based  on  emotional preferences, but also benefit a number of other applications such as contextual music 
recommendation. In this paper, we refer to the problem of discovering and mining connections between social emotions 
and online documents as social affective text mining [1], including predicting emotions from online documents, 
associating emotions with latent topics, and so on. 
 

II. RELATED WORKS 
 
The research in “Learning to Identify Emotions in Text [1]” by C.Strapparava and R.Mihalcea is concerned with the 
problem of mining social emotions from text. Recently, with the fast development of web 2.0, more and more 
documents are assigned by social users with emotion labels such as happiness, sadness, and surprise. Such emotions 
can provide a new aspect for document categorization, and therefore help online users to select related documents 
based on their emotional preferences. Useful as it is, the ratio with manual emotion labels is still very tiny. 
Comparing to the huge amount of web/enterprise documents. In this paper, we aim to discover the connections 
between social emotions and affective terms and based on  which predict the social emotion from text content 
automatically. 
 
Another work proposed by I. Titov and R. McDonald, “A Joint Model of Text and Aspect Ratings for  Sentiment  
[2]”is  concerned  with  the  problem  of mining social emotions from text. Recently, with the fast development of web 
2.0, more and more documents are assigned  by social  users with  emotion  labels  such  as happiness, sadness, and 
surprise. Such emotions can provide a new aspect for document categorization, and therefore help online users to 
select related documents based on their emotional preferences. Useful as it is, the ratio with manual emotion labels is 
still very tiny comparing to the huge amount of web/enterprise documents [3]. In  this paper, we aim to discover  
the connections between social emotions and affective terms and based on which predict the social emotion from text 
content automatically. More specifically, we propose a joint   emotion-topic   model   by   augmenting   Latent Dirichlet 
Allocation [2] with an additional layer for emotion modeling. It first generates a set of latent topics from emotions, 
followed by generating affective terms from each topic. Experimental results on an online news collection show that 
the proposed model can effectively identify meaningful latent topics for each emotion. Evaluation on emotion 
prediction further verifies the effectiveness of the proposed model. 
 
A. Existing scenario 
 
In the existing system there are different methods used to deal with the affective text mining and following process  
such  as,  Emotion-Term  model,  term-  based SVM model, topic based-SVM model and LDA model and so on.., LDA 
model [7] can only discover the topics from   document   and   cannot   bridge   the   connection between  social  
emotions  and  affective  text. Previous works mainly focuses on titles information, so the efficiency of these models is 
varying. Emotion-term model simply treats terms individually and cannot discover the contextual information within 
the document.Emotion-term  model cannot utilize the term co occurrence information within document and cannot 
distinguish the general terms from the affective terms. The main drawbacks of the existing sytems are, the systems 
are found only in Chinese, low efficiency and they fail to uncover strong emotions. 

 
III. SYSTEM DESIGN 

 
System Architecture is the conceptual model that defines the structure, behavior, and more views of system.An  
architecture  description  is  a  formal description and representation of a system, organized in a way that supports 
reasoning about the structure of the system which comprises system, components the externally visible  properties  of 
those components,  the relationships between them, and provides a plan from which products can be procured, and 
systems developed, that will work together to implement the overall system. 
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Figure 1. System Architecture 
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IV. PROPOSED SYSTEM 
 

In the proposed system, to increase the efficiency of the processes we are using a joint Emotion topic model for social 
affective text mining which introduces an additional layer of emotion modeling in to Latent Drichlet Association. The 
proposed emotion topic model allows us to infer a number of conditional probabilities of unseen documents, the 
probabilities of latent topics given an emotion, and that of terms given a topic.   Our   objective   is   to   accurately   
model   the connections between words and emotions, and improve the performance of its related tasks such as emotion 
prediction. The emotion-topic model accounts for social emotions  by  introducing  an  additional  emotion  generation 
layer to Latent Dirichlet Allocation [2]. For each  document  d,  this  model  follows  a  generative process   for   each   
of  its  words  „wi‟   because  it   is intractable   to   perform   an   exact   inference   for   the emotion-topic model, we 
develop an approximate inference method. The key advantage for the proposed emotion-topic  model  is  its  ability  to  
uncover  hidden topics that exhibit strong emotions[16].The outline of the proposed scheme is shown in the figure 
1.The system has two processes namely admin and user.[1] First the admin enters an URL into the server. Then the 
URL is scanned for emotion related words by removing the html tags and non emotion related words are 
removed.The output from this process is known as optimized  output.Then  each  word  of  the  optimized output is 
compared with a vocabulary list that contains equivalent words for a specific emotion.Finally based on the comparison 
results a particular document is categorized under a particular emotion.The process is repeated  for  several  URL‟S. 
When  the  user  enters  a specific emotion the set of URL‟s already categorized is presented to him.[3] 
 

V. MODULES AND OPERATIONS 
 

A. Generation and processing of latent topic 
 
In our first module, we have to generate latent topics [6] for each emotion that we are going to consider. Each emotion 
we are taking and creating latent topics [5] on that particular emotion .The quantity and quality of the latent topics is 
more, then the efficiency of the affective text mining also more. After collecting and categorizing each latent topic [8] 
based on different emotions, are stored to check with the extracted content.[7] 
 
B.  Extraction of optimized text 
 
In our second module we are going to extract the title and main body required articles. The access of the main body of 
articles provides the basis for modeling latent  topics  [4]  and helps alleviate  the issue of data sparseness. Segment 
all the words for each article.[8] Apply named entity recognition to filter out person names from the documents, 
because we found that few of the person names  occurring  in  news  articles  bear  any consistent affective meanings. 
After that remove all the words that represent  no  meaning  related  to  any of  the  specified emotions and by thus 
optimizing the content.[9] 
 
Algorithm 
 
Ck: Candidate itemset of size k 
Lk : frequent itemset of size k 
 
L1 = {frequent items}; 
 
for (k = 1; Lk !=   ; k++) do begin Ck+1 = candidates generated from Lk; for each transaction t in database do 
increment the count of all candidates in Ck+1 that are contained in t 
 
Lk+1   = candidates in Ck+1 with min_support 
 
end 
 
return   kLk; 
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C.  Prediction of emotion content 
 
In our final module an online text collection D is associated with a vocabulary W, and a set ofpredefined emotions E. 
In particular, each document d belongs to D consists of a number of words {wi}, wi belongs to W, and a set of 
emotion labels {ek}, ek belongs to E. For each  emotion  e,  we  finding  the  frequency  count  the count of each 
word w. [10] Here we are comparing the extracted   and   optimized   content   with   the   already founded  latent  
topics  that  relating  to  each  emotion. Based on the result we are finding which emotion the particular content 
represents. Based on the user emotion request the categorized content will display [6]. Our objective is to accurately 
model the connections between words and emotions, and improve the performance of its related tasks such as emotion 
prediction.[11] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Prediction of Emotion Content 
 

VI. PERFORMANCE EVALUATION 
 
The efficiency of the existing and the proposed system are plotted against the number of URLs based on practical 
experiments. Thus, we find that, the proposed system turns out to be more efficient than the existing system using the 
following graphs.[12] 
 

 
 

Figure 3: Existing System 
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VI. CONCLUSION 
 
Thus the proposed system predicts the emotion contained in various web documents, categorizes them and present 
those documents to the user based on his query. The current implementation of the project only predicts the emotion 
contained in web documents. The system can be extended to predict the emotion of songs based on various parameters 
like frequency range, bass, bgm, etc. The current system is generic in nature and it can be used in many real time 
applications. 
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