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ABSTRACT: Sentiment analysis or opinion mining is an important type of text analysis that aims to support decision 
making by extracting and analyzing opinion oriented text, identifying positive, negative, neutral opinions and 
measuring how positively or negatively an entity is regarded. Peoples express their daily life events on twitter also 
express their views on product, topics and also express political and religious views on Twitter. So tweets become 
valuable sources of people's opinions and can be efficiently used to infer people's opinions for marketing or social 
studies. Previous researches are cantered on classifying and tracking public sentiment but cannot find the exact causes 
of sentiment variations. It is noticed that emerging topics (named foreground topics) within the sentiment variation 
periods are highly related to the genuine reasons behind the variations. Latent Dirichlet Allocation (LDA) based model, 
Foreground and Background LDA (FB-LDA) and Reason Candidate and Background LDA (RCB-LDA) models are 
used to find the exact cause of sentiment variations. 
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I. INTRODUCTION 
 

Introduction Sentiment analysis is also known as opinion mining refers to the use of natural language 
processing aims to determine the attitude of a speaker or a writer with respect to some topic. The attitude may be his or 
her judgment or evaluation [4]. The rise of social media such as blogs and social networks has driven interest in 
sentiment analysis. Due to the proliferation of reviews, ratings and other forms of online opinion ,online expressions 
has turned into a kind of platform for businesses looking to market their products, identify new opportunities and 
manage their reputations[20]. Sentiment analysis is an exciting new research field with the potential for a number of 
real world applications where discovered opinion information can be used to help people or companies or organizations 
to make better decisions. For example, if public sentiment changes greatly on some products, the related companies 
may want to know why their products receive such feedback. If negative sentiment towards Barack Obama increases 
significantly, the White House Administration Office may be eager to know why people have changed their opinion 
and then react accordingly to reverse this trend [20].  

 
As Main application of sentiment analysis is to classify a given text to one or more pre-defined sentiment 

categories and can be used for decision making in various domains. It is generally difficult to find the exact causes of 
sentiment variations since they may involve complicated internal and external factors. It is observed that the emerging 
topics discussed in the variation period could be highly related to the genuine reasons behind the variations. When 
people state their opinions, they often state reasons (e.g. some specific events or topics) that support their current view 
[20].The Proposed system can analyze public sentiment variations on Twitter and mine possible reasons behind such 
variations. To track public sentiment, The naïve bayes algorithm is used to obtain sentiment information towards 
interested targets (e.g. Obama, Apple) in each tweet. After obtaining the sentiment label for each tweet, For tracking the 
public sentiment regarding the corresponding target some descriptive statistics (e.g., Sentiment Percentage) is used. On 
the tracking curves significant sentiment variations can be detected with a pre-defined threshold (e.g., the percentage of 
negative tweets increases for more than 50%). 
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The Latent Dirichlet Allocation (LDA) based models are used to analyze tweets in significant variation 
periods, and infer possible reasons for the variations [2]. The First LDA –Based model, called Foreground and 
Background LDA (FB-LDA), can filter out background topics and extract foreground topics from tweets in the 
variation period, with the help of a supplementary set of background tweets generated just before the variation. By 
taking away the interference of longstanding background topics, FB-LDA can address the first challenge. To handle the 
next challenges, another generative model called Reason Candidate and Background LDA (RCB-LDA). RCB-LDA 
first extracts representative tweets for the foreground topics (obtained from FB-LDA) as reason candidates. Then RCB-
LDA associate each remaining tweet in the variationPeriod with one reason candidate and rank the reason candidates 
by the number ofTweets associated with them. 

 
II. RELATED WORK 

 
In recent years many researches are carried out on Social Network Analysis and sentiment analysis. B. Pang 

and L. Lee conducted a detailed survey of the existing methods on sentiment analysis [4]. Previous studies like 
Oconnor et al. [20] concentrated on tracking public sentiment on Twitter and studying its correlation with consumer 
confidence and presidential job approval polls. While the results are not satisfactory, the results imply that advanced 
NLP techniques are needed to get better opinion estimation. Similar researches have been done for investigating the 
reaction of public sentiment on stock markets [9] and oil price hike [5]. 

 
It is observed that events in real life indeed have a significant and immediate effect on the public Sentiment on 

Twitter [5],[9]. However, not any of these studies performed further analysis to mine useful insights behind important 
sentiment variation, called public sentiment variation. One valuable analysis is to find possible causes behind sentiment 
variation, which can give important decision-making information. For example, if negative sentiment towards Barack 
Obama increases significantly, The White House Administration Offices may be excited to know why people have 
changed their opinion and then react accordingly to reverse this trend. Another illustration is, if public sentiment 
changes greatly on some products, the related companies maywant to know why their products receive such feedback 
[1]. It is generally difficult to find the exact causes of sentiment variations since they may involve complicated internal 
and external factors. 

 
 It is observed that the emerging topics discussed in the variation period could be highly related to the genuine 

reasons behind the variations. When people state their opinions, they often state reasons (e.g. some specific events or 
topics) that support their current view. Text clustering and summarization techniques [7], [18] are not appropriate for 
this task since they will discover all topics in a text collection  The events and topics related to opinion variation are 
difficult to represent. Twitter has become very popular, with hundreds of millions of tweets being posted every day on 
a wide range of topics. This has helped make real-time search applications possible with prominent search engines 
routinely displaying relevant tweets in response to user queries. Recent study has revealed that a considerable fraction 
of these tweets are about events, and the detection of new events in the tweet-stream has attracted a lot of research 
interest [8][18]. However, very little research has focused on accurately displaying this real-time information about 
events. For example, the leading search engines only display alltweets matching the queries in reverse chronological 
order. In this method we argue that for some highly structured and recurring events, such as sports, it is better to use 
more sophisticated techniques to summarize the relevant tweets. The problem of summarizing event-tweets and given a 
solution based on learning the underlying hidden state representation of the event via Hidden Markov Models [7], [13]. 
In addition, through extensive experiments on real-world data. it is observed that this model significantly outperforms 
some in-built and competitive baselines. Keyword created by topic modelling [2] can describe the underlying events to 
some extent. But they are not as instinctive as natural language sentences. A probabilistic model for collections of 
discrete data such as text corpus. LDA is a three-level hierarchical Bayesian model, in which every item of a collection 
is modelled as a infinite mixture over an underlying set of topics [2]. Each topic is displayed as an infinite mixture over 
an underlying set of topic probabilities. In the perspective of text modelling, the topic probabilities provide a precise 
representation of a document.   

 
There are several studies focusing on analyzing the relations between online public sentiment and real-life 

events (Example-Consumer confidence, Stock market)[9] . It isobserved that events in real life indeed have a 
significant and immediate effect on the public sentiment in Twitter. Based on such correlations, several other works, 
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made use of the sentiment signals in blogs and tweets to predict movie sales and elections. Their results indicate that 
online public sentiment is indeed a good indicator for elections [20] and movie sales [21]. Unlike from the existing 
work in this line, the proposed system can analyze possible reasons behind thepublic sentiment variations.  
 

III. PROPOSED METHODOLOGY 
 
Following Fig.1 shows the supportive architectural design of A Novel Approach for Interpreting Public Sentiment 

Variations on Twitter with its explanation in subsequent section. 
 
 

 
Fig. 1. System Architecture 

 
 
Twitter Data as Input 

Twitter messages are taken as input, as twitter messages are very informal , these massages are filter out 
messages using techniques like, url filtering, Slang words translation, Non-English tweets filtering, stopwords removal. 
To extract tweets related to the target, we can go through the whole dataset and extract all the tweets which contain the 
keywords of the target. Compared with usual text documents, tweets are generally less formal and repeatedly written in 
an adhoc manner. Sentiment analysis tools applied on raw tweets repeatedly achieve very poor performance in most 
cases. Therefore, pre-processing techniques on tweets are needed for obtaining satisfactory outcomes on sentiment 
analysis. The naïvebayes algorithm is used for this purpose and the messages are labelled as positive or negative or 
neutral sentiment. 
 
Sentiment Variation Tracking 
 Once obtaining the sentiment labels of all extracted tweets regarding a target, The Proposed system can track 
the sentiment variation using various descriptive statistics. Here the percentage of positive or negative tweets among all 
the extracted tweets is adopted as an indicator for tracking sentiment variation over time [1]. Based on these descriptive 
statistics, sentiment variations can be found using various heuristics (Example- the percentage of positive/ negative 
tweets increases for more than 50%) [1]. 
 
FB- LDA 

Foreground and Background LDA (FB-LDA), can filter out background topics and extract foreground topics 
from tweets in the variation period, with the help of supplementary set of background tweets generated just before the 
variation. The FB-LDA algorithm is used for this purpose. 

 
Reason Ranking of RCB-LDA 

RCB-LDA first extracts representative tweets for the foreground topics (obtained from FB-LDA) as reason 
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Candidates. Then it will associate each remaining tweet in the variation period with one reason candidate and rank the 
reason candidates by the number of tweets associated with them [1]. The RCB-LDA algorithm is used for this purpose. 
 

IV. ALGORITHMS USED 
 

A. NAIVE BAYES ALGORITHM FOR PROPOSED SYSTEM 
 

 
 
B. ALGORITHMIC STEPS FOR GENERATIVE PROCESS OF FB-LDA 

 
1. Go through each tweet, and randomly assign each word in the tweet to one of the K topics. 
2. Notice that this random assignment already gives you both topic representations of all the tweets and word 
distributions of all the topics. 
3. So to improve on them, for each tweet d... 
4. foreach word w in d... 
And for each topic t, compute two things:  

1) p(topic t | tweet d) = the proportion of words in tweet d that are currently assigned to topic t,  
2) p(word w | topic t) = the proportion of assignments to topic t over all tweets that come from this word w.  

5. Reassign w a new topic, where you choose topic t with probability p(topic t | tweet d) * p(word w | topic t. 
6. In other words, in this step, we're assuming that all topic assignments except for the current word in question are 
correct, and then updating the assignment of the current word using our model of how tweets are generated. 
7. After repeating the previous step a large number of times, we will eventually reach a roughly steady state where your 
assignments are pretty good. So use these assignments to estimate the topic mixtures of each  tweet (by counting the 
proportion of words assigned to each topic within that tweet) and the words  associated to each topic (by counting the 
proportion of words assigned to each topic overall). 

 
C. ALGORITHM STEPS  FOR GENERATIVE PROCESS OF RCB-LDA 

 
We automatically select reason candidates by finding the most relevant tweets for each foreground 

topic learnt from FB-LDA, using the following measure: 
 

1. Get Foreground topics, and find relevance of it tweets using below formula: 
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where φ kf f is the word distribution for the foreground topic kf and i is the index of each non-repetitive  
word in tweet t. 
2. For each tweet find word distribution and Find word relevance. 
3. Extract tweets which have more relevance. 
4. Display its count and tweet. 

 
 

V. EXPECTED RESULTS 
 
 

 
 

Fig. 2.Ranking results of reason candidates by RCB-LDA.  
 

The proposed system finds the sentiment variations and mines the possible reasons behind these variations as shown 
in above fig. 2. The above fig. 2 shows the expected results i.e. reasons for of a negative sentiment variation towards 
“Apple “and number of  tweets  associated with them. 
 

VI. CONCLUSION AND FUTURE WORK 
 

The Proposed system investigates the problem of analyzing public sentiment variations and finding the 
possible reasons causing these variations. To solve the problem, two Latent Dirichlet Allocation (LDA) based models; 
Foreground and Back ground LDA (FB-LDA) and Reason Candidate and Background LDA (RCB-LDA) are used. The 
Naive bayes algorithm is used for sentiment Classification which gives the better accuracy than existing systems. The 
proposed models finds the sentiment variation and mine possible reasons behind these sentiment variations. In Future 
the real time data associated with the twitter account can be given to the system by using a twitter plug-ins and 
sentiment variations and reasons behind the sentiment variations can be find out on real time data. 
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