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ABSTRACT: Text Clustering is putting the data into similar data into similar cluster using machine learning 

algorithms. There are different  types of machine algorithms like SVM mode, DBSCAN, K-Means, Agglomerative, 

Hierarchical Clustering. K-means Clustering is unsupervised clustering algorithm. Unsupervised Learning is where 

available input data does not have a labeled response. The ‘K ’ in Kmeans clustering stands for the optimal number of 

clusters found from data by the method. Text clustering is a critical step in text data analysis and has been extensively 

studied by the text mining community. Most existing text clustering algorithms are based on the bag-of-words model, 

which faces the high-dimensional and sparsity problems and ignores text structural and sequence information. Deep 

learning-based models such as convolutional neural networks and recurrent neural networks regard texts as sequences 

but lack supervised signals and explainable results.  
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I. INTRODUCTION 
 

To cluster a set of objects means to automatically partition them into clusters (parts), so that objects in the same cluster 

are as similar to each other as possible. In text clustering the objective is to group texts with similar content together. 

Such clusters give a overview of a text set and could be used to find structure in for instance the occupation answers of 

the twins. Text clustering is an application within the large and growing field of Information Retrieval, a sub-area of 

Language Technology. The search engine2 is the most well known information retrieval tool. Text clustering can also 

be applied to the documents retrieved by a search engine, so that they can be presented in groups according to content. 

Recall from the introduction that the objective of clustering is to partition an unstructured set of objects into clusters 

(parts). One often wants the objects to be as similar to objects in the same cluster and as dissimilar to objects from other 

clusters as possible. Clustering has been used in many different areas and there exist a multitude of different clustering 

algorithms for different settings. The field of artificial intelligence (AI) is experiencing an ongoing boom. It has gone 

from being a relatively obscure technology into being a part of everyday modern life, basically finding its way into 

almost every industry. 

 

II. LITERATURE SURVEY 
 
[1] In this Paper, Sentences were tagged and normalized using the Longest Common Subsequence (LCS) algorithm for 

the selection of the most similar subset of sentences.[2] A dataset of one million tweets, freely available on Internet for 

research purposes, was extracted by using Rapidminer on which text mining is applied through R language. R is an 

open source language and environment for statistical computation and graphics. Its various packages are used to carry 

out text processing. [3] Classifying text into emotional labels/intensities is considered a difficult problem. This paper 

resolves one of the state-of-the-art NLP research emotion and intensity detection tasks using Deep Learning and 

ensemble implementations. [4] To understand the thoughts and feelings of the public, twitter  can be considered as one 

of the best platforms for sentiment analysis. In the existing studies on Covid-19, various word embedding techniques 

with machine learning and deep learning classifiers has been used for the analysis. [5] In this study, such tweets are 

being extracted from Twitter using a Twitter API authentication token. The raw tweets are stored and processed using 
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NLP. The processed data is then classified using a CNN classification algorithm. The algorithm classifies the data into 

three classes, positive, negative, and neutral.[6]  In this paper we experimentally quantify the generality versus 

specificity of neurons in each layer of a deep convolutional neural network and report a few surprising results. [7] 

Latent Dirichlet Allocation (LDA), a generative probabilistic model for collections of discrete data such as text corpora. 

We report results in document modeling, text classification, and collaborative filtering, comparing to a mixture of 

unigrams model and the probabilistic LSI model.[8] The quality of these representations is measured in a word 

similarity task, and the results are compared to the previously best performing techniques based on different types of 

neural networks. 

 

III. METHODOLOGY 
 

BBC News Classification: This dataset is the dataset that contains all the information related to news. The news 

contained in this are from various categories like Regional, Sports, Entertainment, Business, Politics and Technology. 

Text documents are one of the richest sources of data for businesses. We’ll use a public dataset from the BBC 

comprised of 2225 articles, each labeled under one of 5 categories: business, entertainment, politics, sport or tech. The 

dataset is broken into 1490 records for training and 735 for testing. The goal will be to build a system that can 

accurately classify previously unseen news articles into the right category. The competition is evaluated using 

Accuracy as a metric. 

 

Text clustering includes following steps: 

1) Model description: Including feature extraction and selection, demonstrating the data which is suitable in calculation 

in algorithm. 

2 ) Text Processing involves Text Preprocessing, Feature Extraction , Clustering. 

3) Perform Clustering algorithm with K-means clustering model. 

4) Evaluate the results. 

 

IV. EXPERIMENTAL RESULTS 
 

The Final Result will get generated based on the overall classification and prediction. The performance of this proposed 

approach is evaluated using some measures like, using the following Confusion Matrix:- 

 

Accuracy = 
TP+TNTP+TN+FP+FN 

 

Precision =
TPTP+FP 

 

Recall=
TPTP+FN 
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We derive the output as below, in NEWS classification whenever user come across news he will get news classified 

according to their groups. There are different categories as Business, Entertainment, Politics, Sport, Technology.  

 

 
 

V. CONCLUSION 
 

The input dataset was mentioned in our research paper.We are implemented the NLP techniques and classification 

algorithms (i.e.) machine learning algorithm. Then, machine learning algorithms such as  K-Means Clustering. Finally, 

the result shows that the accuracy for above mentioned algorithm and the output is derieved as given above in the 

paper. Then, categorize the news. 
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