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ABSTRACT: As profound web develops at a quick pace, there has been expanded enthusiasm for methods that help 
proficiently find profound web interfaces. Be that as it may, because of the vast volume of web assets and the dynamic 
way of profound web, accomplishing wide scope and high effectiveness is a testing issue. We propose a two-organize 
structure, to be specific Smart Crawler, for productive collecting profound web interfaces. In the principal organize, 
Smart Crawler performs site-based hunting down focus pages with the assistance of web indexes, abstaining from 
going by countless. To accomplish more exact results for an engaged slither, Smart Crawler positions sites to organize 
exceedingly pertinent ones for a given point. In the second stage, Smart Crawler accomplishes quick in-site looking by 
uncovering most important connections with a versatile connection positioning. To take out inclination on going to 
some exceptionally significant connections in shrouded web registries, we plan a connection tree information structure 
to accomplish more extensive scope for a site. Our test comes about on an arrangement of delegate spaces demonstrate 
the nimbleness and exactness of our proposed crawler system, which effectively recovers profound web interfaces from 
vast scale destinations and accomplishes higher collect rates than different crawlers. 
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I. INTRODUCTION 
 
Due to the widespread availability of mobile devices, mobile ad hoc networks (MANETs), have been widely used for 
various important applications such as military crisis operations and emergency preparedness and response operations 
[1][2]. This is primarily due to their infrastructure less property. In a MANET, each node not only works as a host but 
can also act as a router. While receiving data, nodes also need cooperation with each other to forward the data packets, 
thereby forming a wireless local area network. These great features also come with serious drawbacks from a security 
point of view. Indeed, the aforementioned applications impose some stringent constraints on the security of the network 
topology, routing, and data traffic. For instance, the presence and collaboration of malicious nodes in the network may 
disrupt the routing process, leading to a malfunctioning of the network operations. Many research works have focused 
on the security of MANETs. Most of them deal with prevention and detection approaches to combat individual 
misbehaving nodes. In this regard, the effectiveness of these approaches becomes weak when multiple malicious nodes 
collude together to initiate a collaborative attack, which may result to more devastating damages to the network. We 
have proposed a mechanism called “cooperative bait detection scheme” (CBDS) is presented that effectively detects the 
malicious nodes that attempt to launch gray hole /collaborative black hole attacks[4]. In our scheme, the address of an 
adjacent node is used as bait destination address to bait malicious nodes to send a reply RREP message, and malicious 
nodes are detected using a reverse tracing technique. Any detected malicious node is kept in a black hole list so that all 
other nodes that participate to the routing of the message are alerted to stop communicating with any node in that list. 
Unlike previous works, the merit of CBDS lies in the fact that it integrates the proactive and reactive defense 
architectures to achieve the mentioned goal. In this setting, it is assumed that when a significant drop occurs in the 
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packet delivery ratio, an alarm is sent by the destination node back to the source node to trigger the detection 
mechanism again. This function assists in sending the bait address to entice the malicious nodes and to utilize the 
reverse tracing program of the CBDS to detect the exact addresses of malicious nodes. 
 

II. RELATED WORK 
 

 As deep web grows at a very fast pace, there has been increased interest in techniques that help efficiently 
locate deep-web interfaces. However, due to the large volume of web resources and the dynamic nature of deep web, 
achieving wide coverage and high efficiency is a challenging issue. The proposed a two-stage framework [1], namely 
SmartCrawler, for efficient harvesting deep web interfaces. In the first stage, SmartCrawler performs site-based 
searching for center pages with the help of search engines, avoiding visiting a large number of pages. To achieve more 
accurate results for a focused crawl, SmartCrawler ranks websites to prioritize highly relevant ones for a given topic. In 
the second stage, SmartCrawler achieves fast in-site searching by excavating most relevant links with an adaptive link-
ranking. To eliminate bias on visiting some highly relevant links in hidden web directories, here design a link tree data 
structure to achieve wider coverage for a website. The experimental results on a set of representative domains show the 
agility and accuracy of proposed crawler framework. Which are efficiently retrieves deep-web interfaces from large-
scale sites and achieves higher harvest rates than other crawlers. 
 It is difficult to find information simply and quickly on the bulletin boards. In order to solve this problem, 
people propose the concept of bulletin board search engine. This paper describes the priscrawler system [2], a 
subsystem of the bulletin board search engine, which can automatically crawl and add the relevance to the classified 
attachments of the bulletin board. Priscrawler utilizes Attach rank algorithm to generate the relevance between web 
pages and attachments and then turns bulletin board into clear classified and associated databases, making the search 
for attachments greatly simplified. Moreover, it can effectively reduce the complexity of pre-treatment subsystem and 
retrieval subsystem and improve the search precision. The experimental results are provided to demonstrate the efficacy 
of the priscrawler. 
 The hidden Web [3] consists of data that is generally hidden behind form interfaces, and as such, it is out of 
reach for traditional search engines. With the goal of leveraging the high-quality information in this largely unexplored 
portion of the Web, in this paper, we propose a new strategy for automatically retrieving data hidden behind keyword-
based form interfaces. Unlike previous approaches to this problem, our strategy adapts the query generation and 
selection by detecting features of the index. We describe a preliminary experimental evaluation which shows that our 
strategy is able to obtain coverage’s that are higher than those of previous approaches that use a fixed strategy for query 
generation. 
 Siphon++ [4] is composed of an adaptive component, which discovers features of the index, and a heuristic 
component, which derives the queries to retrieve the hidden content. The Adaptive Component (AC) detects the index 
features by issuing probe queries against the search interface. Deep-web crawl is concerned with the problem of 
surfacing hidden content behind search interfaces on the Web. While many deep-web sites maintain document-oriented 
textual content (e.g. Wikipedia, PubMed, Twitter, etc.), which has traditionally been the focus of the deep-web 
literature, here observe that a significant portion of deep-web sites, including almost all online shopping sites, curate 
structured entities as opposed to text documents. Although crawling such entity-oriented content is clearly useful for a 
variety of purposes, existing crawling techniques optimized for document oriented content are not best suited for entity-
oriented sites. In this work, prototype systems have built that specializes in crawling entity-oriented deep-web sites. 
The proposed techniques tailored to tackle important sub problems including query generation, empty page filtering 
and URL deduplication in the specific context of entity oriented deep-web sites. These techniques are experimentally 
evaluated and shown to be effective. 
In this paper the focus is on entity-oriented deep-web sites. These sites curate structured entities and expose them 
through search interfaces. Examples include almost all online shopping sites (e.g. ebay.com, amazon.com, etc.), where 
each entity is typically a product that is associated with rich structured information like item name, brand name, price, 
and so forth. Additional examples of entity-oriented deep-web sites include movie sites, job listings, etc. Note that this 
is to contrast with traditional document-oriented deep web sites that mostly maintain unstructured text documents 
 Deep web search engines [5] face the formidable challenge of retrieving high quality results from the vast 
collection of searchable databases. Deep web search is a twostep process of selecting the high quality sources and 
ranking the results from the selected sources. Though there are existing methods for both the steps, they assess the 
relevance of the sources and the results using the query-result similarity. When applied to the deep web these methods 
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have two deficiencies. First is that they are agnostic to the correctness (trustworthiness) of the results. Secondly, the 
query based relevance does not consider the importance of the results and sources. These two considerations are 
essential for the deep web and open collections in general. Since a number of deep web sources provide answers to any 
query, we conjuncture that the agreements between these answers are helpful in assessing the importance and the 
trustworthiness of the sources and the results. For assessing source quality, compute the agreement between the sources 
as the agreement of the answers returned. While computing the agreement, also measure and compensate for the 
possible collusion between the sources. This adjusted agreement is modelled as a graph with sources at the vertices. On 
this agreement graph, a quality score of a source that we call Source Rank is calculated as the stationary visit 
probability of a random walk. For ranking results, analyse the second order agreement between the results. Further 
extending SourceRank to multi-domain search, we propose a source ranking sensitive to the query domains. Multiple 
domain specific rankings of a source are computed, and these ranks are combined for the final ranking. The proposed 
result and source rankings are implemented in the deep web search engine. To demonstrate the agreement analysis 
tracks source corruption. Further, relevance evaluations show that methods improve precision significantly over Google 
Base and the other baseline methods. The result ranking and the domain specific source ranking are evaluated 
separately. 
 

III. PROPOSED SYSTEM 
 

The proposed two-stage framework, namely SmartCrawler, for efficient harvesting deep web interfaces. In the first 
stage, SmartCrawler performs site-based searching for center pages with the help of search engines, avoiding visiting a 
large number of pages. To achieve more accurate results for a focused crawl, SmartCrawler ranks websites to prioritize 
highly relevant ones for a given topic. In the second stage, SmartCrawler achieves fast in-site searching by excavating 
most relevant links with an adaptive link-ranking. To eliminate bias on visiting some highly relevant links in hidden 
web directories, we design a link tree data structure to achieve wider coverage for a website. Our experimental results 
on a set of representative domains show the agility and accuracy of our proposed crawler framework; which efficiently 
retrieves deep-web interfaces from large-scale sites and achieves higher harvest rates than other crawlers. Propose an 
effective harvesting framework for deep-web interfaces, namely Smart-Crawler. We have shown that our approach 
achieves both wide coverage for deep web interfaces and maintains highly efficient crawling. SmartCrawler is a 
focused crawler consisting of two stages: efficient site locating and balanced in-site exploring. SmartCrawler performs 
site-based locating by reversely searching the known deep web sites for centre pages, which can effectively find many 
data sources for sparse domains. By ranking collected sites and by focusing the crawling on a topic, SmartCrawler 
achieves more accurate results. 
 

IV. MODULE DESCRIPTION 
 

Number of Modules: After careful analysis the system has been identified to have the following modules: 
1. Two - stage crawler. 
2. Site Ranker 
3. Adaptive learning 
 
1 Two-stage crawler. 
 
It is challenging to locate the deep web databases, because they are not registered with any search engines, are usually 
sparsely distributed, and keep constantly changing. To address this problem, previous work has proposed two types of 
crawlers, generic crawlers and focused crawlers. Generic crawlers fetch all searchable forms and cannot focus on a 
specific topic. Focused crawlers such as Form-Focused Crawler (FFC) and Adaptive Crawler for Hidden-web Entries 
(ACHE) can automatically search online databases on a specific topic. FFC is designed with link, page, and form 
classifiers for focused crawling of web forms, and is extended by ACHE with additional components for form filtering 
and adaptive link learner. The link classifiers in these crawlers play a pivotal role in achieving higher crawling 
efficiency than the best-first crawler However, these link classifiers are used to predict the distance to the page 
containing searchable forms, which is difficult to estimate, especially for the delayed benefit links (links eventually 
lead to pages with forms). As a result, the crawler can be inefficiently led to pages without targeted forms. 
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2. Site Ranker: 
 
When combined with above stop-early policy. We solve this problem by prioritizing highly relevant links with link 
ranking. However, link ranking may introduce bias for highly relevant links in certain directories. Our solution is to 
build a link tree for a balanced link prioritizing. Figure 2 illustrates an example of a link tree constructed from the 
homepage of http://www.abebooks.com. Internal nodes of the tree represent directory paths. In this example, servlet 
directory is for dynamic request; books directory is for displaying different catalogues of books; and docs directory is 
for showing help information. Generally each directory usually represents one type of files on web servers and it is 
advantageous to visit links in different directories. For links that only differ in the query string part, we consider them 
as the same URL. Because links are often distributed unevenly in server directories, prioritizing links by the relevance 
can potentially bias toward some directories. For instance, the links under books might be assigned a high priority, 
because “book” is an important feature word in the URL. Together with the fact that most links appear in the books 
directory, it is quite possible that links in other directories will not be chosen due to low relevance’s core. As a result, 
the crawler may miss searchable forms in those directories. 
 
3. Adaptive learning 
 
Adaptive learning algorithm performs online feature selection and uses these features to automatically construct link 
rankers. In the site locating stage, high relevant sites are prioritized and the crawling is focused on atopic using the 
contents of the root page of sites, achieving more accurate results. During the in site exploring stage, relevant links are 
prioritized for fast in-site searching. We have performed an extensive performance evaluation of SmartCrawler over 
real web data in 1representativedomains and compared with ACHE and a site-based crawler. Our evaluation shows that 
our crawling framework is very effective, achieving substantially higher harvest rates than the state-of-the-art ACHE 
crawler. The results also show the effectiveness of the reverse searching and adaptive learning. 
 

V. SYSTEM ACHITECTURE 
 

 

 
 

Fig: Two Stage Crawler 
 
 
 
 
 
 

http://www.abebooks.com.
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VI. CONCLUSION AND FUTURE WORK 
 

In this paper, we propose a viable reaping structure for profound web interfaces, to be specific Smart Crawler. We have 
demonstrated that our approach accomplishes both wide scope for profound web interfaces and keeps up exceedingly 
effective slithering. Smart Crawler is an engaged crawler comprising of two phases: productive site finding and 
adjusted in-site investigating. Smart Crawler performs webpage based situating by conversely looking the known 
profound sites for focus pages, which can adequately discover numerous information hotspots for meager spaces. By 
positioning gathered locales and by centering the slithering on a point, Smart Crawler accomplishes more precise 
results. The in-webpage investigating stage utilizes versatile connection positioning to seek inside a website; and we 
outline a connection tree for dispensing with predisposition toward specific catalogs of a site for more extensive scope 
of web indexes. Our trial comes about on a delegate set of spaces demonstrate the viability of the proposed two-arrange 
crawler, which accomplishes higher collect rates than different crawlers. In future work, we plan to join pre-inquiry and 
post-question approaches for ordering profound web structures to promote enhance the exactness of the frame 
classifier. 
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