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ABSTRACT: Many vision based applications use fingertips to track or manipulate gestures. As human express his 
feelings mainly with hand expressions, gesture identification is a natural way to pass signals to the machine. Here a 
novel, time efficient algorithm has been described for fingertip detection. This work requires no glove, sensors or 
colour strips to detect the fingertips. This method is invariant to hand movement and in pre-processing it cuts only hand 
palm from the full image. Hence further computation would be much faster than processing the full image. HSV colour 
space based skin filter would be applied on the images for hand segmentation. Here extreme point detection method is 
using for hand gesture recognition. Recognizing the gestures in real time is the main objective of this work. 
 
KEYWORDS: Human Computer Interface, Skin Filter, Image Segmentation, Fingertip Detection, Extreme Point 
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I. INTRODUCTION 
 

Hand Gesture Recognition (HGR) is a very popular and effective way used for the human machine communication. It 
has been used in many applications including embedded systems, vision based systems and medical applications. In 
HGR, fingertip detection is an important part if image base models are being used. HGR systems face many problems 
in skin segmentation due to luminance and intensity in images. The fingertips detection models mostly have 
assumption about the hand direction; this restricts the natural expression of humans. Processing time is another key 
factor in image based processing algorithms. 
 

Here focusing on movement invariant fingertip detection of natural hand. This work requires no glove, sensors 
or colour strips to detect the fingertips. The only assumption is that user will show the hand to system, facing the palm 
to the system while the direction of hand is not restricted. User is free to show hand in any direction as naturally hands 
move. This study proposes a method to automatically recognize the hand gestures which could be used to control any 
device in automated home. In this paper, we focus on real time vision based hand gesture recognition and HSV colour 
space based skin filter would be applied on the images for hand segmentation. 

In computer interfaces, two types of gestures are distinguished Online and offline gestures. Online gestures 
mean that a real time gesture that is direct manipulations like scaling and rotating. They are used to scale or rotate a 
tangible object. Offline gestures are processed after the user interaction with the object. An example is the gesture to 
activate a menu. In this project we are using online and offline gestures.There are generally two approaches for hand 
gesture recognition, which are hardware based, where the user must wear a device, and the other is vision based which 
uses image processing techniques with inputs from a camera. The proposed system is vision based, which uses image 
processing techniques and inputs from a computer pi-cam. Vision based gesture recognition tracking and gesture 
recognition. The input frame would be captured from the webcam and systems are generally broken down into four 
stages, skin detection, hand contour extraction, hand the skin region would be detected using skin detection. The hand 
contour would then be found and used for hand tracking and gesture recognition. 
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II. BACKGROUND WORK 
 

A lot of work has been done in this area for dynamic hand gesture recognition using fingertip detection. A survey on 
fingertip based methods could be found out in [4]. There are several limitations in existing approaches. Garg [6] used 
3D images in his method to recognize the hand gesture, but this process is complex and also not time efficient. The 
Processing time is one of the very critical factors in real time applications [12]. Aznaveh [2] presented a RGB vector 
based method for skin detection in images. Yang [20] analyses the hand contour to select fingertip candidates, then 
finds peaks in their spatial distribution and checks local variance to locate fingertips. This method is not invariant to the 
orientation of the hand. There are other methods, which are using directionally Variant templates to detect fingertips 
[9][15]. Few other methods are dependent on specialized instruments and setup like the use of infrared camera [10], 
stereo camera [20], a fixed background [5][14] or use of markers on hand. This paper describes a novel method of 
motion patterns recognition generated by the hand without using any kind of sensor or marker. 

Generally image based models work on pixel by pixel and do hand Segmentation and work only on region of 
interest. However most hand segmentation methods can’t do a clearly hand segmentation under some conditions like 
fast hand motion, cluttered background, poor light condition [7]. If the hand segmentation is not valid, then detection of 
fingertips can be questionable. Researchers [10][11][16] used infrared camera to get a reliable segmentation. Few 
researchers [5][7][8][17][18] in their work limit the degree of the background clutter, finger motion speed or light 
conditions to get a reliable segmentation. Raheja [14] and few others also used 3D mapping using specialized device 
like KINECT for hand segmentation. Some of fingertip detection methods can’t localize accurately multidirectional 
fingertips. Researchers [3][5][17] assumed that the hand is always pointing upward to get precise localization. 

 
III. PROPOSED SYSTEM 

 
In proposed system, we are implementing a new method for hand gesture recognizing. Here, an advanced processor 
board Raspberry pi (ARM) is used for processing the data i.e. for recognizing hand gesture from real time video. Here 
user, show that hand in front of pi camera connected to the board, then camera captures this video then we adjust the 
hand in frame and HSV colour space based skin filter would be applied on the images for hand segmentation. The 
block diagram of the extreme point detection method work is given in Figure 1. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1: block diagram of the extreme point detection method  
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Hand gesture recognition involves three important phases: The detection and segmentation part is to detect hands and 
segment the corresponding image regions from the background. 
A.Image Pre-processing: The aim of pre-processing is an improvement of the image data that suppresses the unwanted 
distortion or enhances some image features important for further processing. 
B. Hand Segmentation: Skin color detection is the most popular method for segmentation for its simplicity and 
convenience. Color space selection is a key factor for skin color detection. Since the RGB color space is sensitive to 
lighting conditions. So RGB is converted to HSV color [2] 
C. Background subtraction: Background subtraction is a method for segmenting the foreground. It compares the 
current image with the background image and extracts the foreground. We use an image morphology algorithm that 
performs image erosion and dilation to eliminate noise. Erosion trims down the image area where hand is not present 
and dilation expands the area of the image pixels which are not eroded. 
D.Contour extraction: We use in this step the cvFindContours function from OpenCV to find the contour of the hand. 
This function will return a pointer to a sequence containing all the points regarding the hand contour. By the way, we 
have found out that the best results are obtained by retrieving only the external contour as well as the points that 
represent the end of horizontal, vertical and diagonal segments, which are compressed to reduce the number of points to 
be successively processed. 
E. Extreme Point Detection Method: In this method we are calculating the size of objects in images along 
with measuring the distances between them. Find the extreme left, right, top, and bottom (x, y)-coordinates along a 
contour, like in the fig 2:.Finds the smallest x-coordinate (i.e., the “left” value) in the entire contour array largest x-
coordinate (i.e., the “right” value) in the contour array using the argmini() and argmax()  function. 
 

 xl = tuple(cnt[cnt[:, :, 0].argmin()][0]) 

 xr = tuple(cnt[cnt[:, :, 0].argmax()][0]) 

 yt = tuple(cnt[cnt[:, :, 1].argmin()][0]) 

 yb = tuple(cnt[cnt[:, :, 1].argmax()][0]) 

Contours have various features like area, perimeter, momentsetc. which can be used for various applications. Contour 
Area is the area of the object is found with the help of moments. Area is calculated by zero order moment.  

Compute the center of the contour 
 M = cv2.moments(c) 
 cX = int(M["m10"] / M["m00"]) 
 cY = int(M["m01"] / M["m00"]) 
 

 
 

Fig2: Extreme Point of hand 
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1. Boundary Rectangles 
 
The ‘boundary rectangle’ structure is used for finding posture and position of the hands. When the hands are 
segmented, an imaginary rectangular region is drawn outside of each hand. The boundaries are simply calculated by 
finding the positions of the minimum and maximum skin pixels in both vertical and horizontal. Fig 3illustrates a 
sample boundary rectangle with a red mark. 

 
Fig 3: Boundary Rectangle 

 
2.Automated home control application 
 
Since hand gestures have long been serving as an essential communication medium in human society, we believe that 
they can also play an equally important role in the computerized world. This section introduces a series of new 
applications of vision based hand gesture recognition in recent years to give an indication of its prospect in the future. 
Home automation control panel using a Raspberry Pi 3 B model, four Relay Channels and extension board. This is a 
very cheap home automation system and to control any four devices. Here, four gestures are used to controlon or off 
condition of four devices. 

 
IV. HARDWARE IMPLIMENTATION 

 
The Raspberry Pi is a credit-card-sized single-board computer developed in the UK by the Raspberry Pi Foundation 
with the intention of promoting the teaching of basic computer science in schools. The Raspberry Pi is manufactured in 
two board configurations through licensed manufacturing deals (Premier with Newark element14 Farnell), RS 
Components and Egoman. These companies sell the Raspberry Pi online.Egoman produces a version for 
distributionsolely in China and Taiwan, which can be distinguished from other Pis by their red colouring and lack of 
FCC/CE marks. The hardware is the same across all manufacturers. The Raspberry Pi has a Broadcom BCM2835 
system on a chip fig4:.Raspberry pi board   which includes an ARM1176JZF-S 700 MHz processor, Video Core IV 
GPU, and was originally shipped with 256 megabytes of RAM, later upgraded to 512 MB. It does not include a built-in 
hard disk or solid-state drive, but uses an SD card for booting and persistent storage. The Foundation provides Debian 
and Arch Linux ARM distributions for download. Tools are available for Python as the main programming language, 
with support for BBC BASIC (via the RISC OS image or the Brandy Basic clone for Linux), C, Java and Perl.  
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Fig 4: Raspberry Pi 
 

V. SOFTWARE REQUIREMENTS 
 

Operating system:Raspbian (Debian), Language: Python2.7, Platform:OpenCV (Linux-library)  
PYTHON Python is an easy to learn, powerful programming language. It has efficient high-level data structures and a 
simple but effective approach to object-oriented programming. The Python interpreter is easily extended with new 
functions and data types implemented in C or C++ (or other languages callable from C). Python is also suitable as an 
extension language for customizable applications.The operating system under which the proposed project is executed is 
Raspbian which is derived from the Debian operating system. The algorithms are written using the python language 
which is a script language. The functions in algorithm are called from the OpenCV library. OpenCV is an open source 
computer vision library, which is written under C and C++ and runs under Linux, Windows and Mac OS X. OpenCV 
was designed for computational efficiency and with a strong focus on real-time applications. OpenCV is written in 
optimized C and can take advantage of multi-core processors. The OpenCV library contains over 500 functions that 
span many areas in vision, including factory product inspection, medical imaging, security, user interface, camera 
calibration, stereo vision, and robotics. Because computer vision and machine learning often go hand-in-hand, OpenCV 
also contains a full, general-purpose Machine Learning Library (MLL). 

 
VI. RESULT AND IMPLEMENTATION 

 
Once configured, the pi can be operated from its own peripherals or another computer connected over the internet.As a 
desktop, these materials are required Pi 3 Starter kit -or- Pi 3/2 Accessory Kit and your own PiUSB Mouse, USB 
Keyboard, HDMI monitor/TV/adapted VGA.Fig.5 shows the software booting diagram. The project “Hand Gesture 
recognition “in extreme point detection method in raspberry pi” has been successfully designed and tested. It has been 
developed by integrating features of all the hardware components and software used. Hand gesture recognition using 
extreme point detection method to control any four devices and its on and off condition. It is shown in fig 6 by using 
gesture 1,gesture 2, gesture 3 and gesture 4 in python programming language. 

 

 
 

        Fig5: software booting diagram 
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(a)                         (b)                     (c)                     (d) 

 
Fig 6: Extreme point method Hand gestures. (a)gesture1,(b)gesture2,(c)gesture3 and (d)gesture 4 

VII. CONCLUSION AND FUTURE WORK 
 

Hand Gesture recognition algorithm is relatively robust and accurate. Here we have discussed a fast and efficient 
extreme point detection method for fingertips detection which will be used in our project to “Automated home 
controlling” using hand gestures. Considering the relative infancy of research related to vision based gesture 
recognition remarkable progress has been made. To continue this momentum it is clear that further research in the areas 
of feature extraction, classification methods and gesture representation are required to realize the ultimate goal of 
humans interfacing with machines on their own natural terms. 
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