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ABSTRACT:  The Membrane proteins were found to be involved in various cellular processes performing various 
important functions, which are mainly associated to their types and location. One membrane protein can have several 
types at the same time ,that is a multi label class approach. This paper proposes, the K- Nearest Neighbor multi- 
label classification(KNNMLC) algorithm to classify the Membrane proteins. The KNN classifier classifies a 
membrane protein into the 6 classes of membrane protein types. Three set of data are used in this paper,which 
are D-I ,D- II,D-III respectively. An essential set of features were extracted from the membrane protein 
sequences.which are used  for  the  proposed  method(KNNMLC).KNNMLC method  revealed  an  accuracy  of  
72.87%,  71.12%,  72.89% respectively,whereas the existing methods revealed an accuracy of network based 
66.68%,62.46%,58.75%and shortest path 54.97%,48.75%,44.99%.The accuracy got in the existing methods are not 
for the full set of protein datasets,but it is achieved after removal of few unannotated protein.Both accuracy wise and 
complexity wise our proposed method seems to be better than existing method. 
 
KEYWORDS:    Membrane type classification,Multi-label classification,KNNMLC 
 

I.  INTRODUCTION 
 
Human Membrane proteins are important parts of proteins playing various roles involved in cellular process Almen 
et.al[1]in the immune response serves as enzymes. About 30% of human genomes have been encoded from membrane 
protein. Knowledge of a given membrane protein type is helpful in determining its function. Membrane proteins also 
called membrane-bound proteins or membrane associated proteins, are classified according to two different schemes: 
one based on their interaction modes with membranes, and the other on their cellular locations. According to Gao et.al[2] 
estimated the number of membrane proteins was about 8000 in human. Almost 20-30% of all genes in most genomes 
encode membrane proteins[3]. In addition membrane protein constitute 60% of drug targets[4] which are crucial to new 
drug discovery as well as to understand the mechanism of cellular activities [4][5][6]. Wang et.al[7] observed that the 
functions of a membrane protein are closely associated with its type and location. However, it is time consuming and 
costly to determine types of uncharacterized membrane proteins by using traditional biophysical methods[8]. Thus there 
is a growing need for effective computational methods to predict the membrane protein types. Traditionally, depending 
upon the interactions between membrane proteins and membrane, some studies [9] broadly classified membrane proteins 
into two categories, namely integral (intrinsic) membrane proteins and peripheral (extrinsic) membrane proteins. 
Integral membrane proteins are permanently bound to the biological membrane. Peripheral membrane proteins 
are temporarily attached to a membrane or integral membrane proteins. Integral membrane proteins are 
classified as Transmembrane proteins and Anchored membrane proteins. Transmembrane proteins are Single pass type 
I, Single- pass type II, Multi-pass, and Anchored membrane proteins are Lipid and GPI. According to their 
intramolecular arrangements and positions in a cell, membrane proteins are generally classified into the following six 
types[10], (1) Single -pass type I, (2)Single-pass type II, (3) Multi-pass, (4) Lipid-anchor, (5) GPI 
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(Glycosylphosphatidylinisotol)- anchor, (6) Peripheral membrane proteins, as shown in Fig.1. Membrane proteins are a 
common type of proteins along with soluble globular proteins, fibrous proteins, and disordered proteins. They are 
targets of over 50% of all modern medicinal drugs[11].one membrane proteins can have several types at the same 
time ie,multi label classification.In multi label classification,each sample can be associated with a set of class labels. 
This paper proposes a KNNMLC approach to human membrane proteins . For that three dataset are constructed 
from UniProt database. It is reported from the performance of this method that it could be quite effective to classify 
membrane protein types. 
 

 
 

Fig. 1: Classification of Membrane Proteins 
 

II. RELATED WORK 
 

Several machine learning methods are used in the field of computational biology for classification and analysis of 
biological data. One of the major area is classifications of membrane proteins. Membrane proteins are classified based 
on their types. Some related works are explained for supporting our proposed method. 
Membrane proteins are classified according to two different schemes by Kuo et al [12]which are based on protein 
types and location. Their dataset was constructed from the SWISS PROT (release 35) database. The overall rates of 
correct prediction thus obtained by both self-consistency and jackknife tests, as well as by an independent dataset test, 
are around 76-81% for the classification of five types, and 66-70% for the classification of nine cellular locations.  
The above method is improved by using N-Terminal Amino Acid Sequence [13]. This method also uses the dataset 
from SWISS-PROT database, from which all sequences are extracted and some of the inappropriate sequences are 
removed before redundancy reduction, which is undertaken to avoid problems related to redundant data during Neural 
Networks training and testing. They implemented a Neural Network based tool Target for large scale subcellular 
localization prediction of newly identified proteins, with a success rate of 85% (plant) or 90% (nonplant) on redundancy 
reduced test were observed. 
Another method incorporates a new strategy for the prediction of the types of membrane proteins using support 
vector machine, based on the concept of functional domain. Membrane proteins are generally classified into five types 
by Yu-Dong et al [14]. The dataset constructed by Chou and Elord[12] is used to demonstrate this method. They 
performed the prediction on only 2059 proteins and achieved a prediction accuracy of 86.3%. 
Meng Wang et al. introduced Weighted-Support Vector Machines For Predicting Membrane Protein Types [15], 
which is devoted to combining the concept of pseudo amino acid composition and Weighted SVM to develop a new 
predictor for predicting the five types of membrane proteins. They used the same dataset constructed by Chou and Elrod 
(1999) [12], The dataset contains 2059 membrane protein sequences. Chou and Elrod classified the 2059 sequences 
into five groups and their prediction accuracy is about 82.3%. 
Garg at el. [16] introduced a systematic approach for predicting subcellular localizations(cytoplasm, mitochondrial, 
nuclear, and plasma membrane) of human proteins. The dataset of human proteins with experimentally annotated 
subcellular localization has been derived from release 44.1 of the SWISS-PROT database[17]. The 7910 sequences 
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from this database are screened strictly in order to develop a high quality dataset for predicting subcellular localization 
of human proteins. The final dataset consists of 3780 protein sequences that belong to 11 subcellular locations. The 
support vector machine (SVM)-based modules for predicting subcellular localization using traditional amino acid and 
dipeptide (i+1) composition achieved overall accuracy of 76.6% and 77.8%, respectively. PSI-BLAST, when carried out 
using a similarity-based search against a nonredundant database of experimentally annotated proteins, yielded 73.3% 
accuracy. 

Yu-Dong at el. [8] proposed a new strategy for the prediction of the types of membrane proteins using the Nearest 
Neighbor Algorithm. They used a manually constructed dataset from Swiss-Prot (http://cn.expasy.org/, release 51.2) 
[18] mainly according to the annotation line stated as subcellular location, to classify the six types of membrane 
proteins. The predictor with 56 most contributive features achieved an acceptable prediction accuracy of 87.02%. 

Lipeng at el.[19] proposed a new method in which, protein can be represented by a high dimensional feature vector by 
using Dipeptide composition method. They used only 2059 membrane protein sequences from the dataset constructed 
by Chou and Elord, based on the reduced low dimensional features. KNN classifier was introduced to identify the 
types of membrane proteins, with prediction accuracy of 82.0% [12]. 
 

Jei Lein at el. [20] classified protein based on chou’s pseudo amino acid compostion with an Ensemble classifier. 
The proteins locations are generally classified into 5 types. The training and testing dataset that they used originally is 
constructed by Cedano et al. (1997)[21]. The composite KNN classifier predicted the proteins with location types (1) 
integral membrane proteins, (2) anchored membrane proteins, (3) extracellular proteins, (4) intracellular proteins (non- 
nuclear), and (5) nuclear proteins (M, A, E, I, N) with accuracy of 90.0%, 70.8%, 74.2%, 81.5%, 82.5% respectively. 

According to Huang at el [22] for classifying six types of membrane proteins by using Network-Based Method 
and Shortest-Distance Method . They proposed an integrated approach to predict multiple types of membrane proteins 
by employing sequence homology and protein-protein interaction network. 3789 protein sequences of experimentally 
verified membrane proteins of human are downloaded from UniProt database[23]. According to their intramolecular 
arrangements and positions in a cell, membrane proteins are generally classified into the following six types 1.The 
network-based method achieved the highest Accuracy, i.e. 66.68%, 62.46%, 58.75% from the three datasets, respectively. 
Since no interactive proteins can be found in the corresponding datasets, there were 86, 38, 41 proteins unannotated. 
In the shortest-distance method, the lowest Accuracy was achieved (54.97%, 48.75%, 44.99% on the three datasets, 
respectively). However, all proteins can be annotated. The shortest distance method was capable of annotating all 
proteins, although it was least effective. Therefore the proposed method with KNNMLC adopted the same three 
dataset from this integrated method and perform multi label classification of membrane proteins with 967 features. The 
proposed method is capable of annotating all proteins from the three dataset. 
 

III. PROPOSED METHODOLOGY 
 
A. Dataset 
In KNNMLC method using three sets of data which are downloaded from the UNIPORT database [23].Totally 
3789 human membrane protein sequence were download and evaluate the performance of the prediction method.The sequence 
clustering program CD-HIT(Cluster Database at Height Identity Tolerance)[24] use to prepare the benchmark datasets D-I,D-II,D-
III from 3789 protein sequence .Data set D-I comprises 2874 protein sequence in which protein had less than 70% sequence 
identity,D-II contain 2072 protein sequence in which protein had sequence identity lower than 40%,D-III have 1462 protein 
sequences with sequence identity less than 25%. 
 
B. Methodology 
The proposed methodology is illustrated in the Fig.2 and the step by step methods are following : 
1)  Retrieving the protein sequence from th uniport database by using protein id from the dataset D-I,D-II,D-III. 
2)  Preprocess the data sets and create the actual position specific scoring matrix(PSSM) 
3)  Extract the feature set vector(totally 967 features )from the dataset. 
4)  Perform a 10 Fold Cross Validation on these datasets and the features. 
5)  Apply K Nearest Neighbor Classification on the above 10 Folds. 
6)  Combine the Results from the above step, which is the classified output. 
7)  Predict the result based on the classifier result 
8)  Evaluate the performance metrics. 
9)  Compare the actual matrix with the predicted matrix. 
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1) Preprocessing  of Data:  The three datasets of proteins are preprocessed according to their types and Protein id from the 
training dataset. For that create a Position Specific Scoring Matrix (PSSM) of each of the three datasets. The PSSM is the 
numerical representation of proteins in the dataset, which are presented in the 6 types of membrane proteins. The PSSM matrix 
consists of zeros and ones. If a Protein is presented in one or more membrane protein type, its entry in PSSM matrix is represented 
with ones, otherwise it is represented as zeros. This PSSM matrix is used for the evaluation of performance metrics, after creating 
the PSSM of classified output. 
2) Feature   Extraction:   Features  are  extracted  from  the  protein  sequence  which  are  collected  from  database. A protein 
sequence consists of 20 unique amino acids. The 20 amino acids are A, C, D, E, F, G, H, I, J, K, L, M, N, P, Q, R, S, 
T, V, W, Y. All amino acids have a common basic chemical structure, but possess different chemical properties due  to  
differences in  their  side  chains.  A  protein  can  be  represented by  a  chain  of  amino acids. Different proteins have different 
amino acid string, in terms of the ordering and total number(length of the sequence). The proposed sequence based KNNML 
classifier used 967 distinct features. Extracted features are as follows: 
 
a)  Sequence length:  Total number of amino acids in the given amino acid sequence.For example :the sequence of 
’dcafgyhrdmscvsa’ is 15. 

 
 

Fig. 2: Proposed KNN Multi-label Classification(KNNMLC) 
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b) Molecular Weight: Molecular weight is the mass of a molecule. The size of a protein can be 
represented with the number of amino acids contained in that protein or by using molecular weight. It is represented 
by unit of Daltons or in KiloDaltons (KDa). (http://www.sciencegateway.org/tools/)tools used for finding the molecular 
weight of a protein from its protein sequence. For example, molecular weight of the sequence 
’ACDEFGHIKLMNPQRSTVWY’ is 2.4 kilodaltons, and protein with protein id Q9P299 has the molecular weight 
of 23679.0820 KDa. 
c) Count Of Each Amino Acid Residues:  Amino Acid residues are building block of proteins. Count of each 
amino acid residue is one of the feature used. For Example, let ’AANDCC’ be a amino acid sequence, count of amino 
acid residue A is 2, D is 1, C is 2 and N is 1.,as a total of 20 features are collected as count of each amino acid. 
d) Di-amino acid:  Di-Amino acids is the number of combinations of amino acid residue. The count of 
the combination of sequence pattern AA, AC,.., AY, CA, CC,...CY, and..,YA, YC, .., YY in the protein sequence is 
called the amino acid frequency. From this only count the combination of sequence patterns of Amino acid A, C, D,E. 
For example the sequence AA, AC, AD, AE,..AY (20 numbers) and CA, CC, CD, CE...CY (20 numbers), and DA, 
DC, DD, ..., DY (20 numbers) and EA, EC, ED,...EY (20 numbers) are counted, as a total of 400 features are 
generated as frequency for a particular Protein sequence. 
e) AAindex: It is a database of numerical indices representing various physicochemical and biochemical properties of 
amino acids and pairs of amino acids.AAindex [25] for the amino acid index of numerical values gives a total of 
544 features. The AAIndex is released approximately annualy. The latest version of the AAIndex is 9.2 realease 
Therefore a total of 967 features are extracted from each of the protein sequences from the three dataset as shown in 
Table.I. 
 
3) KNN-Classification:  Classification of membrane proteins using machine learning methods, such as K-Nearest 
Neighbor(KNN) classification. It is carried out by using MatlabR2012a. The 10-Fold Cross Validation is performed 
with KNN classification. K-Nearest Neighbor classification can be used for both classification and regression predictive 
 

TABLE I: List of Features 
 

FEATU R ES C OU N T 
SE QU EN C E LE NG TH 1 
MO LE CU L AR W EI G H 
T 

1 
CO UN T O F EAC H AM I 
N OAC I DS 

20 
DI -A M I N O ACI D 400 
AAI N DE X 544 
TOTAL 967 

 
 
problems. It is more widely used in classification problems. KNN makes decision based on the entire training data 
set according to their extrated features. The Cross validation is almost an inherent part of machine learning. Cross 
validation is used to compare the performance of different predictive modelling techniques. K-fold cross validation 
[26] is one way to improve over the holdout method. In K-fold cross validation, sometimes called rotation estimation, 
the dataset D is randomly split into K mutually exclusive subsets (the folds) D1 , D2 , ..., DK  of approximately 
equal size. Then the dataset is trained and tested K times. This method used a 10-fold cross validation, after that KNN 
classification is performed to each of the 10 sets from the 10-fold cross validation. Then combine the results from 
classification on 10 folds and create position specific scoring matrix of both the input dataset and the classified output 
types, and evaluate the performance with self consistency test. The three dataset D-I,D-II and D-III are revealed the 
better accuracies. 
4) Performance   Metrics:   The  overall classification accuracy of  a  classification model is  evaluated using Self 
Consistency test. It involves training and testing the model with same dataset. This test is also termed as Resubstitution 
test, which is used to test the three dataset. For multi-label classification, the concepts such as Precision, Recall, 
Accuracy[28] is used to measure the performance of methods. The performance of the classifiers[29] is accessed 
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through the following standard parameters. In order to find the values of Precision, Recall, Accuracy, calculate the 
True Positive, True Negative, False Positive, False Negative. For that calculate the count of 1 values and 0 values in 
actual score matrix. Then generate the total count of 0 and 1 as N. Next calculate True positive (tp) is the count of 1 
values in the intersection of actual score matrix and predicted score matrix. Similarly True Negative (tn) is the count 
of 0 values in the intersection of actual score matrix and predicted score matrix. False Positive (fp) and False Negative 
(fn) are calculated using the formula, 
 
f p = n − tn                                                                                                                                                                    (1) 
 
f n = p − tp                                                                                                                                                                     (2)  
 
Using these values, calculate Accuracy, Precision, Recall from the following equations. 
a)  Accuracy: It is the percentage prediction of true examples namely, True prediction divided by the 
total number of examples. Then the accuracy is defined by the equation(3), but more generalised form is shown in 
the equation (4) 
 
Accuracy  = (tp + tn)/N                                                                                                                                            (3) 
 
Let D is a dataset with N instances. Let Yi  and Zi are the set of original and predicted labels, respectively, where i 
D, then the accuracy becomes, 
 

 
 
b) Precision:  It is the number of correct predictions divided by the number of all returned prediction. It 
is calculated using the following equation (5), but more generalised form is shown in the equation (6) 
 
P recision = tp/(tp + f p)                                                                                                                                           (5) 
 
 

 
 

TABLE II: Performances of KNNMLC approach on dataset D-I,D-II,D-III 
 

DATA S ET AC CU R PR EC I SI OREC A LL 
D-I 72.87% 0.2169 0.2197 
D-II 71.12% 0.1441 0.1367 
D-III 72.89% 0.2033 0.1944 

 
 
c) Recall:  It is the number of correct predictions divided by the number of predictions. It is calculated 
using the following equation (7), but more generalised form is shown in the equation (8) 
 
Recall = tp/p                                                                                                                                                                (7) 
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IV. RESULTS AND DISCUSSION 

 
This  section  depicts  the  results  of  both  existing  Network  Based  Method,  Shortest  Distance  Method  and 
proposed KNNMLC. The results of proposed methods are compared with results of existing methods. From the 
analysis, the KNNMLC is an efficient multi-label classifier for classifying the human membrane proteins into the 
following  six  classes,  (1)  Single  -pass  type  I,  (2)Single-pass type  II,  (3)  Multi-pass, (4)  Lipid-anchor, (5)  GPI 
(Glycosylphosphatidylinisotol)-anchor, (6) Peripheral membrane proteins. 
 

 
 

Fig. 3: The Distribution of Types of Membrane Proteins on Dataset D-I,D-II,D-III 
 
Fig.4 demonstrate the distribustion of different types of membrane proteins in different datset D-I,D-11 andD-III by 
using pie chart digram. Figure 3(a),(b),(c) shows the output of KNN classification on dataset D-I, D-II, D-III respectively. 
 
 

 
(a) D-I                                                                   (b) D-II                                             (c) D-III 

 
Fig. 4: KNN classification on D-I, D-II & D-III 

 

http://www.ijircce.com


         

                      ISSN(Online):  2320-9801 
                 ISSN (Print) :  2320-9798                              

International Journal of Innovative Research in Computer 
and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com 

Vol. 5, Issue 12, December 2017        

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2017. 0512061                                        17346                             

  

 
TABLE III: Comparison Of Accuracy: Existing Vs Proposed 

(NU* represents Number of Unannotated Proteins) 
 

 
DATASE
T 

CLA S SI FIC AT I O NME TH OD S 
NET WO R K SH O RT ES T KNNMLC 

AC C NU* AC C NU* AC C NU* 
D-I 66.68% 86 54.97% 0 72.87% 0 
D-II 62.46% 38 48.75% 0 71.12% 0 

D-III 58.75% 41 44.99% 0 72.89% 0 
 
The multipass, lipid, GPI, peripheral, type1, type2 membrane proteins are represented by the colours, green, yellow, 
orange, brown, dark blue, light blue respectively. 
The distribution of membrane proteins to their types in three dataset by KNN classification are shown in Fig.3. 
Therefore in KNN classification the more number of proteins are classified as Multipass and the less number of 
proteins as GPI in all the three dataset with all annotated proteins. The Accuracy, Precision, Recall, are calculated 
and the results are shown in Table.II The Multilabel KNN classification gives the better results when compared to the 
existing methods. The classification accuracies are reached 72.87%, 71.12%, 72.89% on D-1, D-II, D-III respectively. 
Therefore from the results KNN classification achieves better classification accuracy. 
 

 
 

Fig. 5: Accuracies of Existing method verses proposed KNNMLC 
 
In figure.5 represents the performance chart for the existing method and the proposed KNNMLC method.Its shown 
that the accuracy wise our proposed method is better than the existing method. 
 

V.  CONCLUSION 
 

The multi-label classification methods are increasingly required by modern applications, such as protein function 
classification, text categorization, music categorization etc. In multi-label classification, each sample can be associated 
with a set of class labels. This paper proposed an efficient K-Nearest Neighbor multi-label classification algorithm. It 
is used to classify the Membrane proteins according to their types, based on the 967 protein sequence based features. 
The 2874, 2072, 1462 membrane proteins of three datasets D-I, D-II, D-III are classified using KNNMLC based on 
the features extracted from these proteins. As a result, the KNNMLC , revealed an acceptable accuracies of three 
dataset 72.87%, 71.12%, 72.89% respectively, by using 10 fold cross validation . Therefore the KNNMLC method is 
anticipated to be a better method for classifying multi label membrane protein types with acceptable accuracies on 
three datasets.Complexity and accuracy wise our proposed KNNMLC method is better than the existing method. 
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