
 

 

 

   Volume 10, Issue 4, April 2022  

Impact Factor: 8.165 



International Journal of Innovative Research in Computer and Communication Engineering 

                          | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 8.165 | 

    || Volume 10, Issue 4, April 2022 || 

       | DOI: 10.15680/IJIRCCE.2022.1004137 | 

IJIRCCE©2022                                                        |     An ISO 9001:2008 Certified Journal   |                                                         2334 

    

 

Intelligent Tourist Guide Using Django 
 

Abhijit Gore, Soham Chavan, Pratik Nemane, Utkarsh Kharat 

BE Student, Dept. of Computer Science, Sinhgad Academy of Engineering Kondhwa, Pune, Maharashtra, India 

BE Student, Dept. of Computer Science, Sinhgad Academy of Engineering Kondhwa, Pune, Maharashtra, India 

BE Student, Dept. of Computer Science, Sinhgad Academy of Engineering Kondhwa, Pune, Maharashtra, India 

Asst. Professor, Dept. of Computer Science, Sinhgad Academy of Engineering Kondhwa, Pune, Maharashtra, India 

 

ABSTRACT: Traveler reviews are a source of information for tourists to know about tourist attractions. Unfortunately, 

some reviews are irrelevant and become noisy. The method of classifying sentiment based on views has shown promise in 

silence. However, very little research has been done on automatic characterization and infrequently identified implications, 

and co-dependency results in classification. This article presents a framework aspect of the classification of confidence that 

will not only But identifies very effective aspects But can perform classification tasks with high accuracy The framework 

has been adopted as a mobile app that helps tourists find the best restaurants or hotels in town. Experimental results show 

reviews and opinions with precisely extracted aspects and opinion words using our approach to outperform several other 

well-established methods in identifying opinion features. 

 

I.INTRODUCTION 

 

The utilization of Big Data is quickly entering the space of tourism research (Fuchs et al., 2014). The four Vs of Big Data, 

specifically volume (scale), assortment (various kinds of data), speed (fast, and constant), and veracity (vulnerability, and 

legitimacy) are especially important in buyer research (IBM, nd), with its expanding requirement for ongoing and modified 

data. The tourism business, as an industry where client experience is vital for its development and notoriety, has 

fundamentally adjusted to the advancing innovation and the accessibility of new data sources. Most vacationer 

administrations are presently accessible on the Internet through web based booking sites. Furthermore, travel is one of the 

predominant subjects via web-based networking media, for instance on Facebook and Twitter (Neidhardt et al., 2017; 

Travelmail Reporter, 2013). It is, in this way, to be expected that tourism has been perceived as the main division regarding 

on the web commitment (Mack et al., 2008). 

 

With regards to tourism, a help put together industry that depends with respect to positive client feelings and input, the idea 

of guest fulfillment is of basic significance. Fulfillment as a hypothetical build has been investigated and talked about for 

quite a while, and different instruments exist to operationalise and gauge it (Wang, 2016). Most depend on gathering data 

through reviews. It is settled that review based methodologies experience the ill effects of a few weaknesses, including 

expenses and coordinations, and potential for numerous inclination. Since guests made a high interest in their movement, 

their reactions to the study questions may mirror an intrinsically positive appraisal because of affirmation predisposition 

(Dodds et al., 2015). Questioner inclination and social impact in addressing specific inquiries are other known issues of 

review based methodologies (Veal, 2006). What's more, surveys spread just pre-decided parts of the goal and, in this way, 

they need breadth. In actuality, the accessibility of online client created content (UGC) and new innovations gave scientists 

another methodology that voyagers' observations and perhaps their degree of fulfillment can be drawn nearer through 

'sentiment analysis'. Sentiment analysis, all in all, intends to decide the general relevant extremity of a book record, an 

audit, a supposition or a feeling communicated in online UGC, whereby extremity can be sure, unbiased or negative. While 

exceptionally pertinent for tourism, sentiment analysis in tourism is just starting to pick up in ubiquity (Feldman, 2013, Gao 

et al., 2015, Ribeiro et al., 2016). 

 

All Internet-based exercises leave a computerized impression. It is opportune to look at how tourism scientists are utilizing 

these data, and whether these new sorts of data structure a piece of another examination worldview that involves novel 
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strategies and can possibly additionally propel our hypothetical comprehension of tourism. Until this point in time, online 

data sources have mostly been utilized in the applied examination, whereby advantage was taken of the enormous and 

frequently free-of-charge volumes of data that give experiences into exercises of the tourism/travel industry and its clients. 

Of course, the focal point of past exploration was on business methodology advancement, development, and item 

improvement, and showcasing efforts. 

 

II.LITERATURE REVIEW 

 

Authors Nandedkar, S., Patil, J et. Al , presented a Gradual Weight Updating for sentiment mining. It not only considers the 

polarity of each word similar to the unigram methodology but, it also focuses on the entire cluster of words that contains the 

unigram. The different steps it follows for sentiment extraction of the word are polarity fetching, cluster marking, weight 

tagging, valence shifter, adversative conjunction handling, and final score generation.  

 

The authors [1][2] further contributed in the area of domain independent opinioned word extraction and accurate polarity 

mining with the help of context marking approach. We used the various opinionated datasets to compare. 

 

Explorers approach online stages to give criticism and make suggestions to different voyagers (Neidhardt et al., 2017; Yang 

et al., 2017; Ye et al., 2009). Therefore, new Internet advancements have enabled individuals who recently didn't have a 

voice (Hepburn, 2007). The best proficient stages corresponding to travel and tourism are TripAdvisor, Expedia, 

VirtualTourist, and LonelyPlanet(Bjorkelund et al., 2012; Gretzel et al., 2007; Rabanser and Ricci, 2005).  

TripAdvisor alone checks 350 million one of a kind guests for each month on their site and creates more than 320 million 

surveys that spread facilities, cafés, and attractions (TripAdvisor, 2016). Data gave through these autonomous stages has 

been seen as unrivaled and progressively dependable contrasted and organizations' sites and expert surveys (Akehurst, 

2009; Gretzel et al., 2007; Rabanser and Ricci, 2005; Xiang et al., 2009). 

Additionally, sentiment can likewise be displayed by machines for mechanization, and incorporation across different 

applications (Choi et al., 2007; Rabanser and Ricci, 2005). Sentiment analysis fundamentally alludes to the utilization of 

computational etymology and common language preparing to examine message and recognize its abstract data. While 

research on sentiment analysis returns to the 1970, as of late it has gotten expanding consideration from the two specialists 

and experts (Brob, 2013; Pang et al., 2002). The premium is driven by: a) heightening of web-and web based life based 

data, b) advancement of new innovations, particularly AI approaches for text analysis, and c) improvement of new plans of 

action and applications that utilize this data. Regardless of its notoriety, sentiment analysis is still in its early stages 

contrasted with before advances, for example, data mining and text outline (Pan et al., 2007). 

Methodologically, sentiment analysis speaks to a polarity arrangement issue. Thinking about various quantities of classes, 

sentiment polarity characterization can be conceptualized as paired, ternary, or ordinal order. In parallel order, we at first 

expect that a given client survey is emotional. At the end of the day, a double arrangement expect that the given content is 

dominatingly either positive or negative and afterward it decides the polarity of the given survey as 'positive' or 'negative'. 

The meaning of the two posts of sentiment as positive and negative relies upon the specific application and area. For 

instance, with regards to tourism, 'positive' and 'negative' may, separately, allude to "fulfilled" and "unsatisfied", yet further 

examination to interface sentiment polarity to the hypothetical develops of fulfillment would be required. 

In sentiment analysis, it is likewise critical to comprehend what a sentiment identifies with. The location of an objective 

and viewpoint (for example theme discovery, Menner et al., 2016), identifies with deciding the subject of a sentiment 

articulation. Sentence level sentiment analysis underpins perspective based audit mining. In light of the degree of 

granularity of analysis, a sentiment angle may allude to a solid or substantial element or to a progressively dynamic subject. 

An objective or a viewpoint may be alluded to either certainly or expressly. Surveys with unequivocal targets or 

perspectives are simpler to investigate than those with certain ones. A lodging audit might be made out of various parts of 

an inn, for instance, "the size of the bed was little and there was an uproarious fridge" is a survey, which unequivocally 

portrays two parts of a "lodging" as "little bed" and "boisterous". While in the survey "lodging was costly!", "costly" is a 

verifiable viewpoint that alludes to the "cost" of the inn. Aurchana et al. (2014) found that removing both verifiable and 

express viewpoints precisely in surveys brings about an expansion in the exactness of sentiment analysis results. 
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Sentiment analysis includes a multi-step process: a) data recovery, b) data extraction and determination, c) data pre-

preparing, d) highlight extraction, e) subject recognition, and f) data mining process (e.g., Hippner and Rentzmann, 2006; 

Schmunk et al., 2014). Data recovery requires the ID and meaning of the data source, for instance, a business specialist co-

op entryway or an online networking system. To gather the survey data from these sources, a particular web slithering 

system is important to bring the data and afterward spare them in a database thinking about the configuration of data 

(Menner et al., 2016; Schmunk et al., 2014).  

POS labeling is a significant pre-handling task that for the most part shapes a piece of sentiment analysis by appointing 

each word a specific mark (e.g., thing, action word, and modifier). Highlight extraction is known as the way toward 

inferring a lot of discriminative, educational and non-repetitive qualities to numerically speak to an audit or text. One of the 

generally utilized component extraction strategies depends on term events, called term recurrence (TF) or term recurrence 

invers record recurrence (TF-IDF). Utilizing the TF highlight extraction method, audits or sentences are changed over into a 

'term record grid' (Pang et al., 2002; Hippner and Rentzmann, 2006; Menner et al., 2016). 

Topic identification is a multiclass grouping issue where a book is ordered to a fitting subject class contingent upon its 

substance and application. Subject location research goes back to 1998 where point distinguishing proof with regards to 

communicate news was examined (Allan et al., 1998).  

Hu and Liu (2004) later proposed a strategy to sum up client audits dependent on various item includes. Proposed moves 

toward chiefly included word references, grouping, and likeness measures. Since, the outline of subject identification 

techniques in the writing is out of the extent of this paper, perusers are alluded to Menner et al. (2016) for a review. In the 

data mining process, various kinds of sentiment analysis strategies can be recognized in the writing; to be specific (I) AI, 

(ii) rule/word reference-based, and (iii) half breed draws near (Feldman, 2013; Ribeiro et al., 2016). AI strategies are 

additionally sorted into regulated and unaided methodologies. The word reference-based methodology additionally 

incorporates a subcategory called semantic-based methodology. 

III.PROPOSED SYSTEM 

 

Part-of-Speech tagging and stemming 

The model starts with extracting review sentences, and then for each of the sentences POS tagging is utilized, and 

candidates for aspects are extracted and stemmed. A Part-Of-Speech Tagger (POS Tagger) is a software package that reads 

text and assigns parts of speech tags to each word, such as noun, verb, adjective, etc. In this paper we focus on five POS 

tags: NN, JJ, DT, NNS and VBG, for nouns, adjectives, determiners, plural nouns and verb gerunds respectively. Stemming 

is used to select one single form of a word instead of different forms. The goal of stemming is to reduce inflectional forms 

and sometimes derivationally related forms of a word to a common base form. In this work we use the Stanford software 

package for both POS tagging and stemming. 
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Figure 1.0 Proposed System to perform Sentiment Analysis

POS patterns and candidate generation 

The model beginnings with extricating survey sentences, and afterward for every one of the sentences POS labeling is used, 

and a contender for perspectives are separated and stemmed. A Part-Of-Speech Tagger (POS Tagger) is a product bundle 

that understands the text and allocates grammatical forms labels to each word, for example, thing, action word, modifier, 

and so forth. In this paper, we center around five POS labels: NN, JJ, DT, NNS, and VBG 

In this paper we propose a summed up adaptation of FLR strategy to rank the extricated multi-word angles and select the 

significance ones. FLR is a word scoring strategy that utilizes inward structures and frequencies of applicants (FLR: 

Frequencies and Left and Right of the current word). One of the benefits of the FLR strategy is its size-strength, that it very 

well may be applied to little corpus with less noteworthy drop in execution than other standard strategies like TF and IDF, 

since it is characterized utilizing all the more fine grained highlights. 

Table 1 Heuristic Rules to be used for Aspect Detection 

 

Heuristic combination POS patterns for aspect  generation 

Description Pattern 

Nouns 
Unigram to four-gram of NN 

and NNS 

Nouns and adjectives 
Bigram to four-gram of JJ, NN 

and NNS 

Determiners and 

adjectives 
Bigram of DT and JJ 

Nouns and verb gerunds 
Bigram to trigram of DT, NN, 

NNS and VBG 
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Heuristic rules 

 With finding the up-and-comers, we have to move to the following level, aspect recognizable proof. For this issue 

we start with heuristic and tentatively removed principles. Beneath, we talk about two guidelines in aspect location model.  

 

Rule #1: Remove aspects which there are no sentiment words with in the sentence.  

 

Rule #2: Remove aspects that contain stop words.  

 

As the reason for separating aspects is to build a sentiment analysis framework, if no assessment words show up with the 

aspect expression, the aspect isn't truly significant. Hence we utilize Rule #1 for the proposed model. Supposition words 

will be words that individuals use to introduce a positive or negative conclusion. The vast majority of the sentiment words 

come as a modifier in sentence, thus in this investigation we check descriptor phrases for assessment words in Rule #1, and 

subsequently we separate descriptor phrases from survey sentences to build a polarity dictionary.  

 

To represent the impact of Rule #1, we will exhibit its attempting to the survey sentences ''signal quality will affect the 

battery life.'' and ''battery life is generally excellent, I use it consistently and I need to charge it each 5 or 6 days or 

somewhere in the vicinity.'' Both sentences talk about the aspect ''battery life'', the primary sentence isn't a stubborn 

sentence and enlightens a reality concerning battery life, while, the subsequent sentence communicates an assessment or 

sentiment about ''battery life''. By applying Rule #1 we can disregard sentences without conclusions like the primary 

sentence for up-and-comer aspect extraction.  

 

With Rule #2 we evacuate applicant aspects that contain stop words as they are considered not to contribute any semantic 

weight. For example, pattern ''JJ NN'' from Table 1 can extricate some off base aspect up-and-comers like ''other 

telephone''. As indicated by Rule #2 this ''other telephone'' ought to be evacuated for the arrangement of applicant aspects. 

In our investigation these heuristic standards ended up improving the presentation of aspect identification model. 

 

Initial seeds for aspects 

 As referenced over, our model is totally supervised and can manage with no named test data, however the 

bootstrapping calculation needs some underlying seeds for the contribution to discover the remainder of the aspects. In this 

manner we acquaint A-score metric with extricate a little rundown of aspects from the competitors as seed data. In our 

examinations we found that by utilizing A-score, the best 10 most elevated estimations of the aspects could have ideal 

accuracy on the dataset. Consequently, around choosing a few aspects from the up-and-comers as seed set data by utilizing 

an unaided measurement, the A-score. The underlying seed set is the contribution for the iterative bootstrapping calculation 

in the model. 

 

Iterative bootstrapping algorithm for detecting aspects 

 The iterative bootstrapping calculation centers learning a definitive rundown of aspects from a modest quantity of 

solo seed data. Bootstrapping can be seen as an iterative grouping procedure for which in every emphasis, the most 

intriguing and important competitor is picked to modify the current seed set. This procedure proceeds until fulfilling a 

halting standard like a predefined number of yields. A vital assignment for an iterative bootstrapping calculation is the 

manner by which to gauge the worth score of every competitor in every emphasis.  

 

In this calculation we utilize A-score metric to quantify the worth score of every up-and-comer in every emphasis. The 

assignment of the proposed iterative bootstrapping calculation is to extend the underlying seed set and produce a last 

rundown of aspects. In every one of the iteration, the current adaptation of the seed set and the rundown of applicant aspects 

are utilized to discover the worth score of A-Score metric for every up-and-comer, coming about one more aspect for the 

seed set. At long last, the expanded seed set is the last aspect list and the yield of the calculation. 

 

Aspect pruning 

 After finalizing the list of aspects, there may exist redundant selected ones. For instances, ‘‘Suite’’ or ‘‘Free 

Speakerphone’’ are both redundant aspects, while ‘‘PC Suite1’’ and ‘‘Speakerphone’’ are meaningful ones. Aspect pruning 

aims to remove these kinds of redundant aspects. For aspect pruning, we introduce two kinds of pruning below. 
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Table 2 Sentences Implicit and Explicit Example 

 

Examples of implicit aspects in review sentences for 

Taj Residency. 

Review sentence 
Implicit 

aspects 
It is small Size 
I like my meal  to be small so I can 

feel light. 
Size 

The room has awesome over view. Scene 
 

 Table 2 shows three examples of implicit aspects in review sentences for Hotel Taj Residency from 

www.tripadvisor.com.  

We propose heuristic approach for identifying implicit aspects in the reviews. By utilizing a polarity lexicon and a list of 

predefined aspects, we obtain aspects and opinion words. 

 In the proposed approach we use extracted aspects and opinion words from the previous sections. Using only the 

co-occurrence of aspect and opinion word for identifying implicit aspects are not enough, therefore we define a function to 

measure the association of an aspect and opinion word. 

 

IV. EXPERIMENTAL SETUP 

 

To calculate the relative feeling score between two distinct positions that contains both positive and negative words to 

express the feeling, we calculate the degree of each positive and negative word. This is done with the help of Stanford's 

NLP dictionary and calculate the occurrence of negative words less in the definition. To perform the normalization process, 

divide the sum by the total number of definitions. The occurrence of the word itself in its own definition is counted only 

once, because like other positive or negative words can be counted several times. To improve the analysis, only the 

definitions of the adjectives are used and the other part of the sentence is ignored. This calculation provides the relative 

amount of feeling of each individual word. 

 

The technique used to calculate the negative / positive word note is found in the original word lists can be used to mark any 

word consists of Word-Net dictionary. Since the dictionary contains both positive and negative words in its definition, each 

word dictionary can have a positive impact and a negative impact. This technique will have less impact sentiment score on 

words in the dictionary than words in a positive and negative impact. Only words in Stanford's NLP are considered in the 

classification of feelings. Words other than Stanford NLP are strictly forbidden for the classification of feelings. 

 

We conducted our experiments using comments from users that logged in our android application and submitted detailed 

review of the hotels they have visited. First, a syntactic analysis is performed for each of the test sentences using Stanford 

Dependency Parser. Grammar rules are then applied. When a rule is activated, the associated candidate function is 

retrieved. Next, the relevance of the domain for each of the candidate characteristics is calculated and the use of two 

threshold values is extracted for the characteristics. This procedure is performed for the existing heuristic technique [5] with 

the weight equation (1) and the proposed technique discussed in this paper with the weighting equation (2). Parallel to the 

dependency analyzer of the Stanford Natural Language Processing Group. 

Key Index Parameters for Result Classification 

In information retrieval with binary classification, precision (also called positive predictive value) is the fraction of 

retrieved instances that are relevant, while recall (also called sensitivity) is the fraction of the relevant instances that are 

retrieved. Precision and recall are therefore based on understanding and measuring relevance. In simple terms, high 

accuracy means that an algorithm returns significantly more relevant than irrelevant results, while a high recall means that 

an algorithm has yielded the most relevant results.The most important category measurements for binary categories are: 
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                                          Table 3 Confusion matrix based on aspects 

 

                                             

The candidate characteristics of the automotive corpus were extracted using the syntactic rules defined above. We use the 

Stanford dependency analyzer to extract a candidate characteristic. Our proposed approach reached an accuracy of 80.45%, 

a recall of 85.42% and an F measurement of 82.57%. Precision (also known as positive predictive value) is the fraction of 

recovered instances that are relevant, while recall (also called sensitivity) is the fraction of relevant instances retrieved. 

Therefore, accuracy and memory are based on understanding and measuring relevance. Following tables shows the results 

generated for one aspect of products.  

 

The following table shows the precision and memory values generated for ARM, SPF and the proposed model. The 

proposed model provides more efficient results compared to two other techniques. The results are improved using pruning 

techniques. 

The examinations were collected from various sites. The products in these sites have a lot of criticism. Each exam includes 

a text review and a title. Additional information available but not used in this project includes date, time, author name and 

location (for Amazon ratings) and notes. For each product, we downloaded the first 100 reviews. These exam documents 

were then cleaned to remove the HTML tags. Then, NLP processor [31] is used to generate partial speech labels. Our 

system is then applied to perform the synthesis. 

 
Figure 1 Opinions posted by users 

 

In our assessment, after the pre-processing and the extraction of the candidates, each multi-word aspect is marked with the 

generalized FLR method and those with a score above the average are selected, and then the aspects of a single word are 

merged and Of several words in a list. The heuristic rules are then used for the whole list of aspects of the single and multi-

word expression in order to take into account the influence of a word of opinion on the detection of the aspect and to 

eliminate the aspects useless. The search for an appropriate number of good seeds for the priming algorithm is an important 

step. In our experiments, we used the A-score measure to automatically extract the set of seeds. We tested different 

numbers of seeds (ie, 5, 10, 15 and 20) for iterative priming and found that the best number of seeds was about 10-15. 

Automatically selected for iterative booting algorithm and the stopping criterion are defined when about 70 to 120 aspects 

have been been learned. For the sub-assembly pruning method, we defined the threshold of 0.5. In a superset support 

pruning step if an aspect has a frequency less than three and its ratio to the appearance of the superset is less than that 
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experimentally defined by a threshold, it is pruned. Table 4.4 shows the experimental results of our three-step model 

described in Section 3, multi-word aspects and heuristic rules, iterative priming with A-Score and Aspect pruning steps. 

 

 
Figure 2 Key Index Parameters 

 

Screen 2.0 shows that for the proposed model, accuracy is significantly improved by 15 %, the recall increased by 18%. 

Therefore, our proposed model and the algorithms presented go beyond the existing model of Hatzivassiloglou and Wiebe. 

 

 
                          Figure 3 Pie Chart of extracted aspects 
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Figure 4 Comparison between different approaches 

 

The significant difference between our model and theirs is that they use a fully supervised structure for aspect detection, but 

our proposed model is completely independent and domain independent. Although in most applications supervised 

techniques can be reasonably effective, the preparation of a set of training data takes time and the effectiveness of the 

supervised techniques largely depends on the representativeness of the training data. On the other hand, unsupervised 

models automatically extract product aspects from client reviews without involving training data. In addition, unmonitored 

models appear to be more flexible than supervised for environments in which varied and expanding products are discussed 

in customer assessments 

 

V.RESULT AND DISCUSSION 

In  our project we design a websites In that first  

 

Figure 4 First page of website 

This is first page of our project in that we have select category and select city option in that user can select category and 

select city easily  
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Figure 5 Destination page after user entered city and category 

In this user can see the result of their output and interact easily with the website and see the all information that he/she 

needed 

 

Figure 6 Admin Login 

In Admin login page admin can add the places and updates the city and rating of places  

 

Figure 7 Map 

Map of the region that are in the guide user can see the map of the state easily 

VI.CONCLUSION AND FUTURE SCOPE 

In this research we study sentiment analysis and opinion mining for online reviews. When dealing with mining 

online reviews, it is often expensive and time consuming to construct labelled data for training purposes and it is desirable 

to develop a model or algorithm that can do without labelled data. In this paper we therefore proposed an unsupervised 

domain- and language-independent model for detecting explicit and implicit aspects from the reviews. 
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Future research will focus on the ability to scale and accelerate overall response time to improve the user 

experience. Also we can work upon detecting fraudulent reviews posted by miscreants to malign the image of hotels. In 

addition, in our future work, we will examine additional sequences of emoticons, which can be added as restrictions in the 

model. 
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