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ABSTRACT: The existence of relay stations in MCN raises the issue of efficient allocation of frequency resources to 

relay links, the effect of co-channel interference near the cell edges will degrades the system performance and the 

unbalanced user distribution in cells will result in traffic congestion and thereby guaranteed quality of service can‟t be 

achieved. An OFDMA based multi-hop cellular network is proposed to overcome this which focuses on downlink of 

OFDMA in TDD mode. To mitigate the CCI effects due to mobile stations near cell edges and to maintain the spectral 

efficiency, an efficient interference mitigation scheme is introduced along with an orthogonal resource allocation 

mechanism. To avoid the traffic congestion due to user overload, load balancing is performed jointly with interference 

coordination scheme. A system-level simulator is developed in a multi-user environment and the simulation results 

assure that the new system architecture with the associated algorithm yield higher SINR and data throughput. 
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I. INTRODUCTION 

 

Multi-hop Cellular Networks (MCN) was proposed by Lin and Hsu for wireless communications called Multi-hop 

Cellular Network (MCN) as a viable alternative to the conventional Single-hop Cellular Network by combining the 

features of SCN and ad-hoc networks. MCN preserves the benefit of conventional single-hop cellular networks where 

the service infrastructure is constructed by fixed bases, and it also incorporates the flexibility of ad-hoc networks where 

wireless transmission through mobile stations in multiple hops is allowed.. The idea of MCNs is based on multi-hop 

relaying. The source node signals are relayed through other intermediate nodes to the BS. The intermediate nodes can 

be fixed, mobile or ad hoc relays. The advantages of MCNs over Single-hop Cellular Networks (SCNs) include more 

frequency reuse, higher tolerance to BS failures, higher scalability than ad-hoc networks and lesser contention and 

fewer collisions if we use a contention based MAC protocol.  Also it can reduce the required number of bases or 

improve the throughput performance, while limiting path vulnerability encountered in ad-hoc networks, the capacity 

can be enhanced, the coverage can be extended, the hot spot and dead spot problems can be alleviated and the radio 

resource can be better utilized. MCNs can provide service in „dead spots‟ in a cell, which are not reachable by the BS in 

a single hop. 

Although the MCN concept has many benefits, MCNs raise a number of issues, linked to architectural design, the 

computation of the cell size, maximizing capacity, higher packet delay, resource scheduling, routing, load balancing, 

co-channel interference effects, power control, assuring quality of service (QoS), and providing security. The main 

three issues which are not well addressed in MCNs are - co-channel interference in MCN due to the MSs near the cell 

edge, the difficulty in efficiently allocating the frequency resource and the traffic congestion in the system due to the 

unbalanced distribution of users in a cell/sector. The interference effect will degrade the network performance and the 

unbalanced user distribution will make it difficult for the system to provide the guaranteed QoS to users. To overcome 

these problems an OFDMA based MCN is proposed which jointly provides the interference mitigation based on an 

orthogonal resource allocation mechanism and load balancing through handover mechanisms. The joint interference 

coordination and load balancing method will helps the MCN to mitigate the interference effects under balanced 

distribution of users and thereby throughput and system performance can be improved. 

 

II. RELATED WORK 

The 3GPP-LTE-Advanced group face the problem of providing high throughput at the cell edge. The use of fixed 

relays, pieces of infrastructure without a wired backhaul connection which relay messages between the base station 
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(BS) and mobile stations (MSs) through multi-hop communication can improve the coverage [1]. IEEE 802.16j 

standardization activity, provide relay capabilities to IEEE 802.16 systems [2], [3] to provide performance 

improvements necessary to support future advanced services and applications. The 802.16j task group define RSs with 

significantly lower complexity and lesser functionalities than a BS, so that an operator could deploy a network at a 

lower cost instead of using only expensive BSs which will helps to extend the high-data-rate coverage to remote areas 

in the cellwhile delivering a required level of service to users and to overcome poor channel conditions[4]. The 

orthogonal frequency-division multiplexing (OFDM) air has the inherent ability to combat frequency-selective fading 

and it helps to enhance per-link throughput. Orthogonal frequency-division multiple access (OFDMA) based radio 

resource allocation schemes allocate different portions of radio resources to different users in both the frequency and 

time domains to effectively exploit the benefit of RSs. Various crucial issues for the successful implementation of 

OFDMA based multi-hop cellular networks were discussed in [5]. An overview of contemporary and forward looking 

inter-cell interference coordination techniques for 4G OFDM systems with a specific emphasis on implementations for 

LTE is given in [6]. Fractional frequency reuse (FFR) is an interference mitigation technique which involves 

partitioning the usable spectrum into a number of subbands and assigning a given subband to a cell in a coordinated 

manner that minimizes inter-cell interference. To achieve a high data rate cellular network, it requires a highly efficient 

utilization of the available spectrum. For that, frequency reuse with factor of 1 is likely to be used in LTE-Advanced 

and IEEE 802.16m systems, aiming at improving the spectral efficiency [7]. Based on the worldwide interoperability 

for microwave access (WiMAX) Forum [8], the frequency reuse pattern is denoted as N x S x K, representing clusters 

of N cells with S sectors and K different frequency bands per cell. Also, in [9] and [10] the performance of OFDMA 

frequency re-use schemes is analyzed with a particular emphasis on LTE. The simulated results of [10] claim that a 

frequency re-use scheme of N = 1 provides the best overall throughput for both the UL and DL. 

In [11], a relay-based orthogonal frequency planning strategy is proposed to improve cell edge performance and to 

reduce interference. In [12], fractional frequency reuse (FFR) is extended to MCNs as a compromise solution to reduce 

CCI while maintaining the sector frequency reuse factor as 1. The main idea of FFR is to adopt frequency reuse 1 x 3 x 

1 at the cell center to maximize the network spectral efficiency while harnessing frequency reuse 1x3x3 at the cell edge 

to alleviate CCI. In [13], the minimum CCI has been achieved by adjusting the transmission power at BSs and RSs 

under orthogonal frequency resource allocation. Four different existing cell-based sub-channel allocation schemes with 

different partition factors and reuse factors for downlink transmissions in the two-hop OFDMA relay-enhanced cellular 

system were taken into consideration in [14]. As important methods in load balancing, the cell breathing and load-ware 

handover are proposed in [15]. An extension of Round-Robin algorithm and two special algorithms - greedy polling 

and partial proportional fair (PPF) are proposed in [16] for adaptive resource scheduling for OFDMA based cellular 

networks in TDD mode. In [18], a simple but efficient radio resource management algorithm was proposed which 

enables the spatial resource reuse for interference-free users operating in the high signal-to-interference-and-noise ratio 

(SINR) region, while guaranteeing the signal quality of interference-susceptible users usually located near the coverage 

boundary.To maximize the weighted sum data rate in multi-cell and multi-carrier wireless data systems and to improve 

the system performance, an earlier proposed scheme jointly considers load balancing, user scheduling, and interference 

mitigation [19]. For this, they divide the joint problem into a load balancing and scheduling sub-problem which is a 

NP-hard problem and an interference mitigation sub-problem and then propose algorithms for each sub-problem. 

Frequency reuse and load-balancing schemes were jointly optimized in [20] and [21] to mitigate the interference and to 

balance the network load in a multicell network.  

III. PROPOSED ORLB SCHEME 

A. System model 

A cellular network with a cluster of 19 hexagonal cells as in fig. 1 is considered as the proposed MCN in which 

each cell is divided into three sectors. Each sector in each cell is provided with a BS at the centre of cell and two RSs at 

the edges of sector. Mobile Stations are also provided inside the cells and near to the cell edges. The proposed cell 

structure is illustrated in fig. 2. 

B. Interference Coordination 

A novel orthogonal resource allocation algorithm is used to mitigate the interference effects by better coordination 

of transmissions and to efficiently utilize the resource. Since relays cannot receive from the BS and transmit to edge 

MSs in the same frequency band, the transmitting and receiving frequency bands need to be converted at relays. For 

that, the method considers one sector with two relays at the cell edge and the resource bandwidths f1 & f2 are allocated 
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to the sector edge area, while f3 & f4 are allocated to the inner sector area as shown in fig. 3. The relays will convert 

the frequency bands from the inner area to the cell edge area. 

    
Fig. 1 : MCN with 19 hexagonal cells  Fig. 2 : Cell structure and its division 

 

The first relay will convert the f3 band received from the BS to the f1 band that will be assigned to the edge MSs in 

the coverage area of the first relay. Similarly, the second relay will convert f4 to f2. Since frequency bands f3 & f4 are 

used for BS-RS communication, they cannot be used for the MSs inside the sector because the relay is also treated as 

MSs in view point of the BS. Therefore, to maintain the sector frequency reuse factor as 1 and to avoid the intra-cell 

interference, frequency bands f1 & f2 are used for the BS-inner MS communication with a much reduced signal power. 

Consequently, the new system architecture has the same frequency reuse factor as the conventional system architecture 

without relays, but the ICI of the cell-edge MSs is considerably reduced. However, the frequency resource allocated for 

each MS follows a certain priority, based on the location of the MS and the available resource. 

 
Fig. 3 : Frequency conversion in one sector 

 

The proposed ORAA is implemented in two steps - Firstly, it is implemented at BSs for BS-inner MS (BS-iMS) and 

BS-relay (BS-RS) communications. With the above frequency converting scheme for relays, any subcarrier used in the 

cell edge areas can be reused for BS-iMS communications with a much reduced transmission power. To make the 

distance between the sub-carriers used by the inner MSs and the edge MSs of the same sector as far as possible, the BS 

searches for available sub-carriers in each sector starting in the opposite direction to the relay search. Available sub-

carriers are the sub-carriers that have not been used for B-iMS and BS-RS communications in the same sector. That is, 

for inner MSs in sector 1, the BS will start searching from the rightmost point of the system bandwidth to the left. 

Similarly, the BS will start searching both from the leftmost and rightmost points to the center if inner MSs are located 

in sector 2 and from the leftmost point to the right of the system bandwidth if inner MSs are located in sector 3. The 

algorithm for the proposed ORAA for BS-iMS and BS-RS communication is as follows : 

1) Initialize and sort the subcarrier priority in each sector in the decreasing order ie; from 0 (highest) to W-1 
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(lowest) 

2) For each sector i where i=1,2,3; as, m= 0 to W-1,  go to steps 3 and 4 

3) Subcarrier priorities in each sector is assigned as, 

p1[m] = W-1-m; p3[m] = m; p2[m] = m/2 ; //at center for even m OR 

p2[m] = W – 1 – (m-1)/2 //at center for odd m 

4) Available subcarriers in sector i with priority m is set as, subi[m] = 0;  

5) To assign n subcarriers for kth inner MS,  go to steps 6 to 9 

6) For every inner MS or relay k in sector i where i=1,2,3;  go to steps 7 to 9 

7) For  l = 1 to n;  go to steps 8 to 9 

8) For  m = 0 to W-1;     go to step 9  

9) if available subcarriers with priority m equals to zero ie; (sub[ pi[m] ] == 0) then assign this subcarrier for  

inner MS/relay k as, subi[ pi[m] ] = k 

Secondly, it is implemented for Relay-edge MS (RS-eMS) communications. Assuming that the kthedge MS located 

in the cell-edge of sector 1 starts to activate, the serving relay will start to search for available sub-carriers from the left 

of the system bandwidth to the right. The first available sub-carriers will be assigned to the kthedge MS. Available sub-

carriers are the sub-carriers that have not been used by other edge MSs in the same cell-edge and the adjacent cell edge 

areas of MS k. Information about used (available) and unused sub-carriers in the same cell edge area or between 

adjacent cell-edge areas is controlled by the control information exchanged between BSs. The algorithm for the 

proposed ORAA for RS-edge MS communication is as follows: 

 

1) For each sector i, where i = 1,2,3; as m = 0 to W-1, go to steps 2 to  

2) Subcarrier priorities in each sector is assigned as, 

p1[m] = m; p3[m] = W – 1 – m; p2[m] = W/2 - m/2; //at center for even m       OR 

p2[m] = W/2 + (m+1)/2 //at center for odd m 

3) Available subcarriers in sector i with priority m is set as, subi[m] = 0; 

4) To assign n subcarriers for kth edge MS,  go to steps 5 to 8 

5) For every edge MS k in sector i where i=1,2,3;  go to steps 6 to 8 

6) For  l = 1 to n;  go to steps 7 to 8 

7) For  m = 0 to W-1;     go to step 8  

8) if available subcarriers with priority m equals to zero ie; (subi[ pi[m] ] == 0) then assign this subcarrier for  

edge MS k as, subi[ pi[m] ] = k 

 

By using the proposed algorithm to assign sub-carriers, the sub-carriers of all MSs at adjacent cell-edge areas will 

never be overlapped. This eliminates the ICI significantly. Moreover, all MSs in a cell (both inner MSs and edge MSs) 

can utilize the total system bandwidth as mentioned before. Consequently, the sector frequency reuse factor is always 

maintained at 1. The only sub-carrier overlapping possibility occurs when many MSs at the same cell are active 

simultaneously. Some subcarriers can be used at the same time in different sectors of the same cell. However, this 

probability is small and the intra-cell interference is not serious. 

 

C. Load balancing 

The unbalanced distribution of users in each cell/sector affects the system performance significantly, so in the joint 

interference mitigation and load balancing mechanism(ORLB) based on ORAA, the load is balanced in such a way that 

it satisfies the proposed algorithm. Thus system throughput is improved. The constraint for user connection is same as 

that in ICLB ie; 𝑅𝑙
𝑛 𝑇𝑤  ≥  𝑅𝑚𝑖𝑛  where, 𝑅𝑙

𝑛 𝑇𝑤  is the average data rate for user n over fixed length time window Tw 

and Rmin denote the user‟s minimum traffic rate. If the average data rate is less than Rmin, it means that the user‟s QoS 

cannot be satisfied and new users will be blocked on link l because there is no more available resource to guarantee the 

QoS. Under this circumstance, we say the cell/sector is overloaded. The system throughput can be computed just by 

accumulating data rate on access links in a frame, i.e., 𝑇 =    𝑅𝑙
𝑛

𝑛 ∈ 𝑁𝑙𝑙 ∈ 𝐿𝑎   where, La denote the set of access links 

and Nl denotes the set of users on link l. Increase in throughput implies that more users‟ QoS requirements are met  and 

more reliable service is attained. Two LB based handover mechanisms are proposed to improve the system throughput. 

Mechanisms focus on how to switch the connections from congested stations to non-congested stations and increase the 

available frequency resource for congested stations to achieve LB. In a cell, the traffic load information of RSs as well 
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as link qualities between RSs and MSs are reported to BS by RSs. The BS is directly responsible for performing 

handover mechanisms in each sector. 

When an RS is overloaded, it does not have enough frequency resource for the users nearby. Therefore, the proposed 

LB based handover mechanism for traffic load at RS focus on switching some users from the congested RS to some 

non-congested BSs in the same sector to keep traffic load in balance and reduce the blocking probability. The handover 

mechanism can‟t be done from the congested RS to other non-congested RS because the low Tx power at RS imposes 

limitation on the coverage area of RS and so the users associated with one RS cannot establish connections with the 

other RS in the same sector. Also no more spectrum can be added to the congested RS because it would violate the IC 

rules that the users at the cell edge are only allowed to use orthogonal frequency bands with the adjacent-sector RSs.  

 

The following is the detailed procedure for the proposed handover mechanism: 

 Step 1 : Measurement and report 

The BS periodically measures and computes the average data rate for any user associated with RSs so that the BS 

has the knowledge of the RS‟s load status. When a new user arrives at the RS, the BS will determine whether the 

RS is overloaded and announce the information about its own load status together. 

 Step 2 : Decision and execution 

If the RS is determined to be overloaded, and the BS has available resource to accept more users, some users 

originally associated with the RS will change their serving station from the RS to the BS. However, the BS cannot 

always cover the place where a new arrival arises, and the optimal value of the throughput cannot be obtained by 

the handover of the new arrival either. Therefore, the BS needs to calculate the expected data rate if a user is 

switched to the BS, and choose user n‟ that can achieve the largest benefit ( ie; data rates of user n‟ have the 

smallest difference between its connections with the BS and the RS) by switching serving station. If more than one 

user achieves the same largest benefit, one user is randomly selected. If the user is a valid candidate, the handover is 

carried out and the user receives data through direct link from the BS. If the RS is still overloaded, the next eligible 

user will be selected to connect to the BS until the RS is no longer overloaded or the BS is unable to admit any 

other users. If some users associated with the RS change their connections to the BS, while there are new users to 

connect to the BS, this may result in collision. Thus, the BS should first choose the new users associated with the 

BS to approach the optimal throughput because they have higher slot efficiency and less system overhead. 

 Step 3 : Notification 

To prevent possible ping-pong effects, the users switched to the BS are not switched back to the RS even if the 

traffic load is reduced at the RS. Because the handover mechanism between a BS and an RS is implemented in one 

sector, it brings less delay and system overheads than LB among cells in the traditional sense. Thus, the handover 

should be performed on a short time scale. 

When a BS is overloaded, it is not helpful to switch the users associated with the BS to an RS in the same sector. 

Because these kinds of users are close to the BS and far from RSs, handover mechanism results in decrease of data 

rates of these users. Therefore the BS will try to add more resources to accommodate more users and to compensate for 

the overload in it. The following is the detailed procedure for the proposed handover mechanism: 

 Step 1 : Measurement and report  

The BS periodically measures and computes the average data rate for any user associated with it. When a new user 

arrives at the BS, the BS will compare its average data rate with Rmin to determine whether it is overloaded or not. 

 Step 2 : Decision and execution 

If the BS is determined to be overloaded, it will try to reuse the available frequencies based on the distance of users 

from the BS. For that, base station will calculate the distance from it to each inner MS in a cell and organize them 

into two groups based on the distance – inner zone MSs and outer zone MSs. The users which are very near to the 

BS are organized under inner zone and all other inner MSs are arranged under outer zone. The BS assigns different 

transmit powers to those users in the inner zone & outer zone. The transmit power of inner zone users should be 

much lower than that of the outer zone users to decrease the interference with sector outside area. The BS then reuse 

the f1 band to communicate with inner zone users while f2 is reused to communicate with outer zone users at low 

transmission power. The power ratiois defined as the ratio of the transmit power for inner zone users to that for 

outer zone users denoted as r and it varies from 0 to 1. Initially, the power ratio is set to zero and when the BS is 

overloaded, it is increased according to the actual load status. When the BS adopts the transmit power of inner zone, 

the users associated with the BS with the highest SINR and lower distance are switched to the inner zone. The BS 
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can calculate the throughput and the change of throughput is affected only by the handover of the users from the 

outer zone to the inner zone. 

 Step 3 : Notification 

If the handover of some users to the inner zone improve the throughput, then, BS will reduce the transmit power of 

inner zone users and carry out the handover mechanism and thereby accept the new users; else, the handover 

mechanism is terminated and the new users will be rejected because admitting new users will deteriorate the 

network performance. 

 

IV. EXPERIMENTAL RESULTS 

The proposed ORLB scheme is evaluated based on simulation study by using the Network Simulation 2(NS2) tool. A 

multi-hop cellular network with 19 hexagonal cells is simulated using NS2.The detailed system-level simulation 

parameters are shown in table I. 

Table I : System-level simulation parameters 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The end-to-end delay, Packet Delivery Ratio (PDR), throughput and Signal-to-interference plus noise ratio (SINR) 

are the four performance metrics analysed for the comparison of NFRS, ORAA, ICLB and ORLB schemes of a multi-

hop cellular network using NS2 simulator. At first, the users are assumed to arrive under uniform distribution and the 

total traffic load of cell is set at 150. The mobility model uses random waypoint model in a rectangular filed of 5000m 

x 5000m. The whole cell area can be partitioned into two non-overlapping concentric areas, i.e., the center area and the 

edge area. The center area is within 450 meters of BS, and the rest area is the edge area. The total traffic load in a sector 

is set at 50, and the user distribution is changed by varying traffic loads in the center area and the edge area, 

respectively. 

 

A. End-to-End Delay (e2e) 

End-to-end delay refers to the time taken for a packet to be transmitted across a network from source to destination. 

In multi-hop cellular networks, it is a critical parameter for quality of service (QOS) guarantees. The difference 

between the ending time at receiver and starting time at sender of a packet will gives the end-to-end delay of a network. 

Average end-to-end delay is measured based on the total number of received packets. It can be obtained by computing 

the mean of end-to-end delay of all successfully delivered messages. Therefore, end–to-end delay partially depends on 

the packet delivery ratio. As the distance between source and destination increases, the probability of packet drop 

increases. The average end-to-end delay includes all possible delays in the network i.e. buffering route discovery 

Parameters Values 

Number of cells 19 

Number of sectors per 

cell 
3 

Number of relays per 

cell 
6 

Cell radius 500m 

Channel type LTE-advanced channel 

Radio propogation 

model 

LTE-advanced propogation loss 

model 

Antenna Omnidirectional 

Interface queue Droptail 

Queue length 50 

Packet size 580 

Channel bandwidth 10MHz 

OFDMA bandwidth 5MHz 

No. of subcarriers 720 

No. of subchannels 30 

Useful subcarriers 300 
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latency, retransmission delays at the MAC, and propagation and transmission delay. Mathematically it can be shown as 

equation (1).  

𝐷 =  
1

𝑛
  𝑇𝑟𝑖 − 𝑇𝑠𝑖

 ∗ 1000𝑛
𝑖=1              Eq. (1) 

  D  Average end-to-end delay;   i  Packet identifier or Sequence number 

  Tri Reception time; Tsi Send time;  n  Number of packets successfully delivered 

 

A comparison of the end-to-end delay parameter for the NFRS, ORAA, ICLB and ORLB schemes were done and 

plotted using xgraph tool as shown in fig. 4. The delay is appeared to be very high for the NFRS scheme while the 

ORLB scheme outperforms all the other schemes. The joint interference mitigation and load balancing in ORLB 

scheme helps to decrease the delay of packets in a wide manner and thereby enabling a smooth communication in the 

network. 

 
 

Fig. 4 : End-to-end delay values under NFRS, ORAA, ICLB, ORLB schemes 

 

B. Packet Delivery Ratio (PDR) 

Packet Delivery Ratio (PDR) refers to the ratio of packets that are successfully delivered to a destination compared 

to the number of packets that have been sent out by the sender. In other words Packet delivery ratio is the ratio of 

number of packets received at the destination to the number of packets sent from the source. The performance is better 

when packet delivery ratio is high. Mathematically it can be shown as equation (2).  

 

   PDR =  
  ( Total  packets  received  by  all  destination  node  ) 

  ( Total  packets  send  by  all  source  node  )
    Eq. (2) 

 

The varying PDR values under the four schemes were analysed and compared as in fig. 5. It shows that in the four 

schemes of NFRS, ORAA, ICLB and ORLB, the successful delivery of packets is increasing in a similar manner but 

the ORLB scheme provides a better PDR in comparison with the others because of the efficient balancing of load 

through proper resource allocation. 
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Fig. 5 : PDR values under NFRS, ORAA, ICLB, ORLB schemes 

 

C. Throughput 

Throughput refers to the amount of data transferred from one sender to receiver or processed in a specified amount 

of time in a network.in other words, it is the number of packets/bytes received by source per unit time. Data transfer 

rates for networks are measured in terms of throughput. Typically, throughputs are measured in kbps, Mbps and Gbps. 

Average throughput is the average of the total throughput. Mathematically it can be shown as equation (3).  

 

Average throughput = (recvdSize/(stopTimestartTime))*(8/1000)            Eq. (3) 

where, recvdSize Store received packet's size  

stopTime Simulation stop time;   startTime Simulation start time 

 

 

 
 

Fig. 6 : Throughput values under NFRS, ORAA, ICLB, ORLB schemes 

http://www.webopedia.com/TERM/D/data.html
http://www.webopedia.com/TERM/D/data_transfer_rate.html
http://www.webopedia.com/TERM/D/data_transfer_rate.html
http://www.webopedia.com/TERM/D/data_transfer_rate.html
http://www.webopedia.com/TERM/N/network.html
http://www.webopedia.com/TERM/K/Kbps.html
http://www.webopedia.com/TERM/M/Mbps.html
http://www.webopedia.com/TERM/G/Gbps.html
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Fig. 6 shows the sector throughput of a multi-hop cellular network under various schemes like NFRS, ORAA, ICLB 

and ORLB. It demonstrates that ORLB scheme provides a slightly better performance than the ICLB scheme and it 

outperforms the other two schemes because it allows dynamic resource allocation according to the load status.  

D. Signal-to-Interference-Plus Noise Ratio (SINR) 

Signal-to-interference-plus-noise ratio (SINR) refers to the ratio of power of signal of interest to interference noise 

power which defines the quality of the network. According to the results of comprehensive comparisons in terms of 

signal to interference, ORLB scheme attains better performance compared to others as in fig. 7. 

 
Fig. 7 : SINR values under NFRS, ORAA, ICLB, ORLB schemes 

 

Table II : Simulation results under four schemes 

 

    Schemes 

 

Parameters 

NFRS ORAA ICLB ORLB 

Average End-to-end delay (ms) 74.1899 42.1616 36.2986 23.3159 

Packet Delivery Ratio(PDR) 0.9898 0.9945 0.9960 0.9997 

Average throughput(kbps) 1029.16 1059.05 1084.65 1099.72 

Average SINR 19.954 21.696 25.312 27.53 

 

Table II shows the simulation results of ICLB and ORLB mechanisms along with that of NFRS and ORAA scheme. 

The simulation results show that the joint interference mitigation and load balancing using ORLB scheme has the best 

all round performance. 

 

V. CONCLUSION AND FUTURE WORK 

A joint interference mitigation and load balancing mechanism is proposed based on an orthogonal resource 

allocation algorithm for multi-hop cellular wireless systems to mitigate the interference effects in the network and to 

balance the traffic load simultaneously. The simulation results shows that the proposed method provides a better system 

performance and an improvement in the throughput and SINR of the system compared to the earlier interference 

coordination schemes. Interference mitigation is done based on a frequency reuse scheme and also based on an 

orthogonal resource allocation algorithm and simultaneously the traffic load is balanced by ensuring that it satisfies the 

interference mitigation rules. Even though there is a signalling overhead is occurred in the system because of the 

handover mechanism used in load balancing, the performance evaluation results shows that the joint interference 

mitigation and load balancing scheme based on orthogonal resource allocation algorithm (ORLB) provides more better 
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network performance compared to that based on a frequency reuse scheme (ICLB). The proposed method of ORLB 

helps in network planning and better resource allocation in the future cellular networks. 
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