\IJTRCCE)

ISSN(Online): 2320-9801
ISSN (Print): 2320-9798

International Journal of Innovative Research in Computer
and Communication Engineering
(An I1SO 3297: 2007 Certified Organization)
Website: www.ijircce.com
Vol. 5, Issue 5, May 2017

Multi-Modal Topic Modeling of Data and
Summarization of Events and Reviews

Prajakta Sonone?, Prof. A.V.Deorankar?

P.G. Scholar, Department of Computer Science and Engineering, Government College of Engineering, Amravati,
Mabharashtra, India
Associate Professor, Department of Information Technology Government college of Engineering, Amravati,

Maharashtra, India

ABSTRACT: There has been big amount of growth of events over the internet in recent years. Google is the prime
source of knowledge for any event happening over the internet. Google contains all the repositories of information.
Some networking sites such as face book, Twitter contains millions of posts, tweets, images etc happening every day
over each and every day. While on E-commerce sites, description related products; their reviews are available for the
customers for analyzing various products. Various E-commerce websites like Amazon, Ebay, Flipkart are very popular
sites among the users. To model this huge amount of multi-modal data having both textual and visual contents,
visualization and analysis of multi-modal data is presented in this paper. While dealing with multi-modality, study of
semantic relationship between the images and text data is crucial part. This model also helps to study semantic
relationship between them effectively. In topic category some topics are not represented with the help images so this
model also helps to point out those topics. On some e-commerce shopping sites fake reviews, advertises, spam
spreading information is posted. So we have processed the reviews dataset for deciding the overall quality of products.
We have collected some reviews and images from Amazon to summarize, analyze and visualize those reviews for
better understanding. For event analysis the multi-modal data containing documents are downloaded from Google for
mapping events data. Use of JSON parsers for processing gives the fast and quick results of search in the proposed
model.
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I. INTRODUCTION

1.1 Motivation

Visualizing and analyzing the, information on internet is interesting job for analyzer because; it becomes easier
when information is sorted and classified under specific cluster. Data mining techniques like clustering and
classification are the basic steps for analyzing and visualizing the information. Information here is referred as the text
and visual data. Text and visual data together considered as multi-modal data. Mapping the visual and textual contents
together is difficult task because the parsing of images with relevant text takes time. Information available on social
sites as well as E-commerce site contains huge repository of data, images, posts, reviews, product related information,
news, advertises etc.

So we can use the multi-modality contents available on these sites for information visualization and analysis.
Generally for processing multi-modal data datasets are not available for personal or public use. So creating datasets for
these contents is also a complex task. In event detection for particular topics can be categorized into two types as visual
representative topics and non-representative topics. This system studies this category detection In E-commerce
websites like Amazon, Flipkart, EBay etc. The information related to products, their images, Reviews from the
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customers who buy those products is available. We can search and sort the products based on the reviews like good or
excellent product. For Mapping the text and images together we have taken the data downloaded from Google for
processing. For displaying the results on user input, For showing experimental results for text and data, we have taken
the Customer's reviews dataset from Amazon.com, one of the leading E-commerce website. We got the Amazon
dataset in multiple pieces The behavioral analysis is carried on reviews dataset. While multi-modal mapping of data is
done on document containing images and text for particular event topics.

In this paper related work is presented in Literature survey, in second part overall modules and algorithms are
presented and for experimental work the snapshots of presented methods is shown in this paper. The study of Existing
work has been described in details which will gives scope for research work and finally we presented conclusion and
future score.

Il. LITERATURE SURVEY

A lot of work has been carried out in area of event tracking and topic detection. Among them most of the methods
are based on single modality information or multi-modality information. However, these models studies visual and
non-visual modalities in isolation to model the multimedia event data for social media analysis.

Diakopolas et al. have propose work for studying event visualization and social event analysis by using the twitter
tweets related to particular event. Extracting information from large datasets and crawling the dataset information is
included in this work for social event analysis.

Makkonen et al. propose the model for extracting meaningful semantics such as names, tags, time references Based on
a single clustering partition. A similarity metric have been proposed for these events.

Hierarchical Hidden Markov model has been proposed by Xie et al. over the low-level audio-visual features for
discovering the location and time based i.e. spatio-temporal patterns. For finding the clusters of text, the Latent
Semantic Analysis is used.

Non-negative Matrix Factorization framework was proposed by Lin et al. by using multi-relational structures for
modelling the image stream data including images and short tags form social media events.

Zhang and Xu propose a CO-PMHT model to track event using cross domain knowledge and obtain summary over
time from social media events.

Michele Merler in 2012 proposes a Semantic model vectors representation. In this work video event detection have
been studied, which combines semantic model vectors and other static or dynamic visual descriptors by extracting the
information from various frames in videos.

Topic models that are widely used for the topic modelling includes Latent Dirchlet Allocation (LDA) and
probabilistic Latent Semantic analysis. These topics are extended further by introducing Supervised Latent Dirchlet
allocation (SLDA).

Yang in 2015 proposes a novel cross domain feature learning framework based on stacked denoising auto-encoder.
This algorithm helps to maximize correlations among various modalities and helps to extract semantic features at the
same time.

Al Sumait et al. propose online LDA method, which further extends Gibbs Sampling method, which derives topic-
word distribution at next time slice.

Hong et al. propose a topic model, which is time-dependent and can be used for considering multiple text sources.
However, these models fail to properly model the multi-model data.

Therefore, Corr-LDA was proposed to capture correlations between image and annotations. The mm-LDA can be
used for multi-model information modelling which includes textual corpora and visual topics.
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11l. PROPOSED ALGORITHMS AND MODULES
2.1 Proposed Algorithm

In the proposed method, mapping of images and text data is done by taking the reviews of products as text data and
images related to particular product as visual contents. The Algorithm CrossSpace maps these contents together by
searching exact set of keywords followed by most relevant image.

Cross Space:

Stepl: Initialize, Document D containing Wy as word in topic And V4 as associated images.
i.e. visual contents.

Step 2: For Textual topic representation Initialize document D for topic distribution.

Step 3: Crawl the web page for generating effective summary of web pages using TF-IDF
Step 4: Use the Joint Topic Model for images and text data modelling.

Step 5: Stop

2.2 Modules
1. Dataset Collection:

The two types of datasets are taken for processing the multi-modal data. First type dataset is taken for multi-modality
mapping. This dataset contains the collection of some documents which contains the events happening over the world
downloaded from Google which contains images as well as text data in the document. These events are related to
particular topics. Second type data set is taken for suspicious dense block detection. For suspicious block detection the
set of reviews and Meta dataset is taken for reviews categorization.

2. Crawling of Events from Web for summarization:

This module contains the web page crawling for generating summary of events on Google. For this any url’s of
events on Google is taken for crawling. For generating effective summary the Term- Frequency and Inverse document
Frequency algorithm is used for removing stops words for fetching useful words in the web document. It also calculates
the frequency scores of top rated words

<« C | @ localhost:8080/Multi-Model_Event_Topic/ExtractContainjsp

Upload Image

[2016 Indian banknote demonetisation - Wikipedia 2016 Indian banknote demonetisation From Wikipedia, the
[free encyclopedia Jump to: navigation, search This article is abourt the 2016 decision to demonetise 500- and
[1000-rupee banknotes. It is not to be confused with The High Denomination Bank Notes (Demonetisation) Act,
[1978. This article may contain an excessive amount of intricate detail that may only interest a specific audience.
Please help by spinning off or relocating any relevant information, and removing excessive detail that may be
bgainst Wikipedia's inclusion policy. (December 2016) (Learn how and when to remove this template message)
2016 Indian banknote demonetisation Queues outside a bank to exchange ?500 and 71000 banknotes in Salt
Lake City, Kolkata Time 20:15 IST (14:45 UTC) Date 8 November 2016 Location India Casualties 100 dead as of 8
December 2016[1] On 8 November 2016, the Government of India announced the demonetisation of all 2500
US$7.80) and 21,000 (US$16) banknotes of the Mahatma Gandhi Series.[2] The government claimed that the
ction would curtail the shadow economy and crack down on the use ofillicit and counterfeit cash to fund illegal
lctivity and terrorism.[2][4] The sudden nature of the announcement?and the prolonged cash shortages in the
ieeks that followed?created significant disruption throughout the economy, threatening economic output.[5][6]
[The move was heavily criticised as poorly planned and unfair, and was met with protests, litigation, and strikes.
Prime Minister of India Narendra Modi announced the demonetisation in an unscheduled live televised address

Fig.1 Crawl page for processing the summary of online web events
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<« C | @ localhost:80

Francais 727777 Bahasa Indonesia 77722 777227 772277 72727 7277712 2277227 72277 722727 2722 77 Edit links This page was
last edited on 22 May 2017, at 15:48. Text is available under the Creative Commons Attribution-Sharealike
License; additional terms may apply. By using this site, you agree to the Terms of Use and Privacy Policy.
ikipedia® is a registered trademark of the Wikimedia Foundation, Inc., a non-profit organization. Privacy policy
IAbout Wikipedia Disclaimers Contact Wikipedia Developers Cookie statement Mobile view
[ferm frequancy of words string: the value: 0.04495756556311645 string: The value: 0.04495756556311645
ktring: Of value: 0.030965670158268982 string: of value: 0.030965670158268982 string: / value:
[0.024848204571450417
pbout Bank May arnount interest banknotes date Gandhi Gandhi economy shortages Minister standard series
following effects people lengthy several well international members organised allegations Allegations claims
Iclaims groups groups market transportation growth gold multiple income businesses war Party coalition taxes
rackling March Aam began called called announcement terrorism terrarism between made before appointed
lbanned five case case recognised currency limit out January February revised rules Farmers mentioned similar
line mentions possible smaller state Singh later Aadmi Kejriwal Congress creation finance spending Pradesh
Pradesh former Commissioner term electoral Mukherjee supporting corruption Chinese termed European Lee
Imaking other greater since goals initially ministers major manner General secretary brought impact includes
kession delegation Andolan member informal second third good last triggered campaign school School
Movement movement billion past During during district Police petrol option order millions panic short attributed
end leaders presidential index lower suspension needed crops usually prices fields products delivery represents
ear June industries showed Inflation eight core body Officials different Once office further survey Act charges
period actions Right connections strong evidence took speech history accepted caught strike learn centre staff
reatment instead registers getting beat Men anti-corruption administration written main

Fig.2 TF-IDF frequency computation

3. Multi-modality Mapping:

In this section the documents containing visual representative and textual topics are taken for mutli-modality
mapping. The multi-modal Latent Dirichlet Allocation algorithm is used for mapping these contents together.

e ACTaE—. - s

€ C O oahost . t

I felt people period smaller similas Cricket billion fact currency following shoitages effects Bank lengthy several well international membeis organised
Multi Model
T T T
| =3

Cricket

monitization

Fig .3 Experimental results after applying proposed methods for text and image modeling.
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4. Semantic Mapping:
The representation of topic considering semantic relationship between textual and visual topics is also taken into
consideration in this system.

5. Process the dataset by writing parsers with suitable algorithm:

In this system suitable parsers are written using Google Gson library to parse the json objects and load it into the Java
objects. These java objects are temporarily being held in the database for further operations.

6. Display, Search Sort the reviews:

Meta files which consist of product names: Reviews file consist of customers’ reviews that have purchased the products
from Amazon and it also contain some images of the products. The textual dataset has the raw json format. We are
searching any free text in our language and applying the Cross Space Algorithm on it.

For example: This is best product I have ever seen. So the Cross Space algorithms takes the parameters as text, analyze
each words what the user gives, and check its relevancy with the dataset and the concerned images. Then it creates a
collection of results internally and finally displays the images and text results. Also we can

apply searching and sorting on it.

< X [ ® Iocalhost:B080/Multi-Model_Event Topic/ReviewProcessjsp P
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Fig. 4 Suspicious behavior of reviews
7. Suspicious Block Detection:
In this module the reviews are categorized into suspicious and non-suspicious type. For carrying this differentiation
sentiments classification as well as dictionary of sentiments is created and dense blocks are considered as suspicious
reviews after analyzing the reviews in dataset.

IV. COMPUTATIONAL RESULTS

The time required for overall parsing images takes 4-5 seconds. Because JSON parsers used for fetching the images
from text data set and reviews from reviews data set efficiently parse the contents.
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1. List of Visual representative topics after modelling topic for Demonetization, Earthquake and Cricket
1. Demonetization — {people, range, bank, Currency}

2. Cricket — {cricket}
3. Earthquake — {No topics detected as visual topics are not found in input document}

2. List of Visual representative topics after modelling topic for Demonetization, Earthquake and Cricket

-

. Demonetization — {effects, shortages, several, period}
2. Cricket — {international, members, organised, billion, well}
3. Earthquake — {range, felt, smaller}

3. Computing Behaviour of reviews

The reviews are detected as suspicious and non-suspicious after analysing the dense block at first and then by
analysing sentiments in the sentences. Sentiment analysis is an integral part of aspect ranking mechanism as it finds out
sentiments of aspects from product reviews, without which there cannot be existence of aspect ranking. Sentiment
analysis, also called opinion mining, is the field of study that analyzes people’s opinions, sentiments, evaluations,
appraisals, attitudes, and emotions towards entities such as products, services, organizations, individuals, issues, events,
topics.

Reviews

Sentiment Classifier

Positive Negative

Fig. 5 Sentiment Analysis

V. CONCLUSIONS

In this paper, multimodal data visualization analysis and summarization methods are depicted. It is suitable approach
for visualizing any social media event or any document over the internet regarding to some specific topic. The JSON
parser gives faster execution of the search results for mapping the visual and textual contents together. In addition, for
future research we can explore whether the visualization and tracking performance can be improved by using the
different domains like Flickr, YouTube and Google News for dataset collection of social media event for its detailed
analysis.

Copyright to JIRCCE DOI: 10.15680/IJIRCCE.2017. 0505178 9751


http://www.ijircce.com

[1]
[2]
(3]
[4]
[5]
(6]
[’

(8]
[9]

[10]
[11]

[12]
[13]

[14]
[15]
[16]
[17]
[18]
[19]
[20]

[21]
[22]

[23]
[24]

[25]

l11TRCCE)

ISSN(Online): 2320-9801
ISSN (Print): 2320-9798

International Journal of Innovative Research in Computer
and Communication Engineering
(An I1SO 3297: 2007 Certified Organization)
Website: www.ijircce.com
Vol. 5, Issue 5, May 2017

REFERENCES

Shengsheng Qian, Tianzhu Zhang, Changsheng Xu, and Jie Shao, “Multi-modal event topic model For social event analysis” IEEE transactions
on multimedia, vol. 18, no. 2, february 2016

M. Merler, B. Huang, L. Xie, G. Hua, and A. Natsev, “Semantic model vectors for complex video event recognition,” IEEE Trans. Multimedia,
vol. 14, no. 1, pp. 88-101, Feb. 2012.

T. Zhang and C. Xu, “Cross-domain multi-event tracking via CO-PMHT,” ACM Trans. Multimedia Comput. Commun. Appl., vol. 10, no. 4,
pp. 31:1-31:19, 2014.

X. Yang, T. Zhang, C. Xu, and M. S. Hossain, “Automatic visual concept learning for social event understanding,” IEEE Trans.Multimedia,
vol. 17, no. 3, pp. 346-358, Mar. 2015. N.

Diakopoulos, M. Naaman, and F. Kivran-Swaine, “Diamonds in the rough: Social media visual analytics for journalistic inquiry,” in Proc. IEEE
Symp. Vis. Analytics Sci. Technol., Oct. 2010, pp. 115-122.

X. Wu, C.-W. Ngo, and A. G. Hauptmann, “Multimodal news story clustering with pairwise visual near-duplicate constraint,” IEEE Trans.
Multimedia, vol. 10, no. 2, pp. 188-199, Feb. 2008.

I. Kalamaras, A. Drosou, and D. Tzovaras, “Multi-objective optimization for multimodal visualization,” IEEE Trans. Multimedia, vol. 16, no.
5, pp. 1460-1472, Aug.

W. Liu, T. Mei, and Y. Zhang, “Instant mobile video search with layered audio-video indexing and progressive transmission,” IEEE Trans.

C. Kang, S. Xiang, S. Liao, C. Xu, and C. Pan, “Learning consistent feature representation for cross-modal multimedia retrieval,” IEEE Trans.
Multimedia, vol. 17, no. 3, pp. 370-381, Mar. 2015.

S. Qian, T. Zhang, R. Hong, and C. Xu, “Cross-domain collaborative learning in social multimedia,” in Proc. ACM MM, 2015, pp. 99-108.

T. Zhang, C. Xu, G. Zhu, S. Liu, and H. Lu, “A generic framework for video annotation via semi-supervised learning,” IEEE Trans.
Multimedia, vol. 14, no. 4, pp. 1206-1219, Aug. 2012.

X. Yang, T. Zhang, and C. Xu, “Cross-domain feature learning in multimedia,” IEEE Trans.Multimedia, vol. 17,

M. Jiang, P. Cui, and C. Faloutsos, “Suspicious Behavior Detection:Current Trends and Future Directions,” in IEEE Intelligent Systems, no. 1,
pp. 31-39, 2016.

Meng Jiang, Alex Beutel, Peng Cui, Bryan Hooi, Shigiang Yang Senior Member, IEEE, Christos Faloutsos,IEEE Trans. knowledge and Data
Engineering, Manuscropt ID “Spotting Suspicious Behaviors in Multimodal Data: A General Metric and Algorithms”.

M. Jiang, P. Cui, A. Beutel, C. Faloutsos, and S. Yang, “Catchsync: catching synchronized behavior in large directed graphs,” in ACM
SIGKDD, pp. 941-950, 2014.

X. Yang, T. Zhang, C. Xu, and M. Yang, “Boosted multifeature learning for cross-domain transfer,” MCCAP, vol. 11, no. 3, pp. 35:1-35:18,
2015.

S. Qian, T. Zhang, C. Xu, and M. S. Hossain, “Social event classification via boosted multimodal supervised latent Dirichlet allocation,”
TOMCCAP, vol. 11, no. 2, pp. 27:1-27:22, 2014.

Y.-R. Lin, H. Sundaram, M. D. Choudhury, and A. Kelliher, “Discovering multirelational structure in social media streams,” TOMCCAP, vol.
8,no.1,p.4,2012.

L. AlSumait, D. Barbara, and C. Domeniconi, “On-line LDA: Adaptive topic models for mining text streams with applications to topic
detection and tracking,” in Proc. ICDM, 2008, pp. 3-12.

J. Makkonen, H. Ahonen-Myka, and M. Salmenkivi, “Simple semantics in topic detection and tracking,” Inform. Retrieval, vol. 7, no. 3-4, pp.
347-368, 2004. L.

Xie et al., “Discovering meaningful multimedia patterns with audio-visual concepts and associated text,” in Proc. ICIP, 2004, pp.

Y.-R. Lin, H. Sundaram, M. D. Choudhury, and A. Kelliher, “Discovering multirelational structure in social media streams,” TOMCCAP, vol.
8,no.1,p.4,2012.

L. Page, S. Brin, R. Motwani, and T. Winograd, “The pagerank citation ranking: Bringing order to the web,” in 1999.

J. Sun, H. Qu, D. Chakrabarti, and C. Faloutsos, “Neighborhood formation and anomaly detection in bipartite graphs,” in IEEE ICDM, p. 8,
2005.

Y Gong and X. Liu, “Generic text summarization using relevance measure and latent semantic analysis,” in Proc. Sl

Copyright to JIRCCE DOI: 10.15680/IJIRCCE.2017. 0505178 9752


http://www.ijircce.com

