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ABSTRACT: One of the simplest and popular classification algorithms is the decision tree. While classification 

algorithms use a target attribute, Clustering algorithms group the data without a target attribute. K-Means is the 

simplest of the clustering algorithms. In a decision tree, branching of a nominal, ordinal, discrete or binary attribute is 

simple and straight forward compared to branching of a continuous attribute which is trickier, commonly creating a 

binary branch. Here, we present a hybrid algorithm that combines decision tree and K-Means to create multiple 

branches for a continuous attribute at a node. For the 9 standard datasets tested from UCI repository, the HDTKM 

algorithm gives an average accuracy of 78.1% and J48 gives an average accuracy of 76.1%. 
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I. INTRODUCTION 

Classification deals with the prediction of an unknown attribute or target attribute from the given known attributes 

with the assumption that the known attributes contribute to a clear recognition of the target attribute class [1]. Decision 

Tree, Naïve Bayes, K-Nearest Neighbour are some of the well-known classification algorithms. The simplest of these 

algorithms is the Decision Tree. Many variations of the decision tree exist such as decision stump, random forest, fuzzy 

decision tree and so on. Some of the well-known clustering algorithms are K-Means, K-Medians, Agglomerative, 

Divisive, density based, grid based algorithms. Out of these K-Means is the simplest of these. Decision tree algorithm 

and its hybrids find lot of applications in networking [2, 3] for intrusion detection, in wireless networks [4], in medicine 

for detection of diseases [5,6, 7], in biometrics [8] and so on.  

In this paper, a hybrid algorithm has been proposed which combines Decision Tree (C4.5) with K-Means clustering 

for data which contains continuous attributes. 

II. RELATED WORK 

Handling continuous attributes in decision tree has been subjected to its fair share of research. In [9] discussion 

about using hierarchical clustering algorithm to find the splits for numerical attributes during decision tree building 

leads to an improvement of accuracy and reduced tree size. 

An effective way to handle continuous data is to discretize it. [10] uses fixed window size to divide the continuous 

data and discretize it. Continuous Inductive Learning Algorithm (CILA) is the new proposed discretization algorithm in 

[11] where the author uses class – attribute dependence to discretize the numerical data. [12] uses a discretization 

technique in which the maximum occurring value in each class is taken as the initial cut point. Using these initial cut 

points, entropy- MDLP calculations are used to arrive at final cut points. In [13], authors have used a multi interval 

discretization of numerical attributes. In [14] use of variance for finding the best attribute for split at each node has 

been proposed. In [15], the authors use the concept of mutual information to avoid selecting a previously selected 

attribute (happens for continuous attributes) while building the decision tree. In [16], a modification in the gain 

calculation of the attributes has been proposed. The authors suggest that since for a numerical attribute with many 

distinct values, the choice of selecting the split point is also many (which is not true for discrete attributes). This causes 

a bias which needs to be adjusted. The use of a node split measure called Modified Gini Index (MGI) for splitting 

numbered attributes is used in [17].   

There are other hybrid algorithms that combine K-Means and Decision tree. 

In [18], the data is first clustered using K Means and then a decision tree is built for each cluster. This hybrid tree is 

used for classifying student performance in [19], for customer relationship management in automobile industry in [20], 
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in determining the acceptability of interactive cable television in a region in [21], for breast cancer diagnosis in [6]. The 

authors of [22] propose a Layered Decision Tree (LDT) where each cluster from the K Means clustering becomes a 

layer of the decision tree. In [23], at each node of the hybrid decision tree, the data is split as per decision tree analysis 

and information gain is calculated. For the same data, cluster analysis is done at the node and information gain is 

calculated. The higher information gain of the two – decision tree and clustering is selected as the methodology for 

splitting at that node.  

An SVM based decision tree that uses kernel KMeans clustering is proposed in [24] where each pair of leaf nodes is 

a SVM classifier. The combination of Association Rule Mining and C4.5 decision tree is used to classify images for 

brain tumour in [25] by building an FP tree from the pre-processed images. 

III. BACKGROUND 

A) Decision Tree:  

A decision tree is a top-down; root to leaves structure where every node is either a leaf node or a single attribute that 

is branched further. To decide the attribute that is to be branched, in C4.5, the gain ratio of all attributes is calculated 

[3] as given in equation (1).  

Gain ratio(A) = 
Gain (A)

SplitInfo (A)
                     (1) 

 

where A is the attribute being considered. The Gain(A) is given by equation (2). 

Gain(A)=Info(D)-InfoA (D)                          (2) 

 

Here, D is the subset of records at the branch of the decision tree.  Further expanding, Info(D) and InfoA (D) are 

given by equations (3) and (4) 

 

Info(D) = − pi
m
i=1 log2(pi)                         (3) 

 

Where pi   is the probability that an arbitrary record in D belongs to class Ci and is given by  Ci,D  / D   
And  

InfoA (D)  =  
 D j  

 D 
∗ info(Dj)

v
i=1                     (4) 

Where Dj  contains records that have value aj  for attribute A and v is the number of distinct values for attribute A. 

Split info is given in equation (5). 

Split InfoA D  =-  
 D j  

 D 

v
j=1 ∗ log2(

 D j  

 D 
)          (5) 

 

The attribute with the maximum gain ratio is selected for branching. The branches have a subset of records from the 

parent branch. The subsets are decided based on the splitting algorithm. For discrete attributes, the splitting algorithm 

simply separates the unique values for that attribute. But for continuous data, this task is not simple. The traditional 

approach is to find a midpoint value and create two subsets. One subset contains records that are greater than or equal 

to the midpoint value and the other subset contains records that are lesser than the midpoint value. For a discrete 

attribute, after a branch is grown, that attribute is not considered for further gain ratio calculations. This is true for 

discrete attributes. The same cannot be done for continuous attributes. The tree is built till the termination condition is 

met, either all the records have the same value for target class or there are no attributes left for calculating the gain 

ratio. For continuous attributes, the attribute is not removed from the list and is used for further calculations. So, the 

tree continues to grow till all the records have exhausted.  

 

The algorithm for C4.5 [27] is given below. 

Algorithm : Build C4.5 Decision Tree 

Input : The training data T, the attributes_available for computing the next branch 

Output: A C4.5 decision tree 

Method: 

(1)   create a node N. 

(2)   if all records in T have same target class 
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(3)       return N as a leaf node with target    class. 

(4)   if attributes_available is empty 

(5)       return N as leaf node with maximum target                   class for the records. 

(6)   Get best_attribute (T, attributes_available). 

(7)   If best_attribute is discrete valued 

(8)   attributes_available =  attributes_available – best_attribute. 

(9) Split the records based on best_attribute(best_attribute, T) 

//for each split, grown a subtree by calling the //Build C4.5 Decision Tree function 

(10)  for each split Ti  of T on best_attribute 

attach a new node returned by buildC4.5DecisionTree(split records Ti , attributes_available) 

(11)  end for 

(12)end function 

 

The best attribute is calculated based on the gain ratio for the attributes as given in equations (1) – (5). If the attribute 

is discrete valued, then each discrete value of the attribute is grown as a branch as given in figure 1. In fig 1, the 

attribute animals is split into 5 branches cat, dog, sheet, rat and pig and the records are split at the node „Animals‟ based 

on their values for the attribute. The records that have value „Cat‟ for attribute „Animals‟ belong to the first branch and 

so on. 

 
Fig 1 Split for discrete attribute 

If the best attribute is continuous valued attribute, then a binary branch is grown as given in figure 2. The split for 

continuous attribute is usually taken as the midpoint of the values of the attribute. In fig 2, assuming that the arribute 

„age‟ has values from whose midpoint is 30, all the records that have value of age less than or equal to 30 belong to the 

left branch and all the remaining records belong to the right branch. 

 

 
 

Fig 2 Binary split for continuous attribute. 

B) K-Means: 

K-Means, clusters or groups the given records into K Clusters where the K value is specified by the user. K Means is 

a distance based clustering algorithm. The distance measure to be used can be Euclidean, Manhattan, Minowski and so 

on. The initial centroids for the K clusters are chosen either by the user or K records are randomly chosen. Each 

record‟s distance from each of the cluster centroids is calculated using the distance measure. The record is assigned to 
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the cluster it is closest to (minimum distance). The cluster centroids are recalculated after assignment of records. Each 

record is again checked if the cluster it is assigned to is correct by calculating its distance from each cluster and 

assigning it to the nearest cluster. These iterations continue till there are no more changes in the record assignments to 

the clusters. The clusters containing the records vary as the centroids vary based on record assignments. 

The algorithm for K Means algorithm is given below. 

Algorithm: K-Means Clustering [26] 

Input: K- the number of clusters and R the records of the dataset. 

Ouptut: K clusters 

Method: 

(1)  Randomly choose K objects and make them the K cluster centroids 

(2)  Do 

(3)      For each record in R 

(4)           Calculate distance between each cluster centroid and the record. 

(5)           Assign the record to the cluster that has the minimum distance. 

(6)           Recalculate the cluster means (the values of attributes in the cluster / number of records in the cluster). 

(7)     End for loop 

(8) While records assignment to clusters do not change 

(9) End function 

 

Euclidean distances are calculated from plain data which are not standardized [27].  

IV. PROPOSED ALGORITHM 

The problem with handling continuous attributes using binary branches is that the resultant tree is very large and 

requires pruning. One cannot be sure that the binary split gives the best result for continuous attributes.  

The proposed algorithm performs K-Means clustering to split the continuous attribute into K branches. The K value 

for clustering is decided by the cut points. Cutpoints are found by first sorting the continuous attribute values in 

ascending order and finding the boundaries of continuous attribute values with respect to target class variations. This, 

most of the time, leads to a very large number of cutpoints (over 100) which is not very practical. Hence, a control 

factor called MINIMUM_RECORDS_PER_CLUSTER is introduced. During the K-Means algorithm iterations, any 

cluster that doesn‟t contain minimum records is deleted and the records of that cluster are reassigned to other clusters. 

This ensures that the end result is a limited number of clusters (branches). One more control parameter is 

WEIGHT_OF_ATTRIBUTE. During K Means clustering, the distance measure used is Weighted Euclidean distance 

where the continuous attribute at the node for which split is calculated will have the weight specified by the user and 

the rest of the attributes have unit weight. 

The two control parameters, MINIMUM_RECORDS_PER_CLUSTER and WEIGHT_OF_ATTRIBUTE affect the 

accuracy of the classification. The proposed algorithm is given below. The tree construction is same as C4.5 except the 

way splits are done for continuous attribute. The splits are done using K Means clustering which is given in algorithm 

below. 

Algorithm : Build HDTKM Decision Tree 

Input : The training data T, the attributes_available for computing the next branch 

Output: A HDTKM decision tree 

Method: 

(1)   create a node N. 

(2)   if all records in T have same target class 

(3)       return N as a leaf node with target class. 

(4)   if attributes_available is empty 

(5)       return N as leaf node with maximum target class for the records. 

(6)   Get best_attribute (T, attributes_available). 

(7)   attributes_available =  attributes_available – best_attribute. 

(8) Split the records based on best_attribute(best_attribute, T) 
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//for each split, grown a subtree by calling the //Build HDTKM Decision Tree function 

(9)  for each split Ti  of T on best_attribute 

attach a new node returned by build HDTKM DecisionTree(split records Ti , attributes_available) 

(11)  end for 

(12)end function 

 

For discrete attributes, the split function basically divides the records into distinct values of the attribute and each 

branch from the node of that attribute has a unique value and its records. 

For a continuous attribute, however, K Means clustering is performed. The algorithm for the same is given below. 

 

Algorithm: K Means clustering for HDTKM 

Input: continuous attribute „C‟ being considered for split, list of cutpoints, records 

Output: Group of clusters where each cluster has minimum records and each cluster is a branch from the node for 

the attribute „C‟ 

Method: 

(1) create clusters same as number of cutPoints with initial cluster centroid as the cutPoint 

(2) do 

(3)    for each record in records 

(4)        calculate the nearest cluster for each record 

(5)         if nearest cluster for the record is different from previous cluster assignment for the record 

(6)       flag change in record assignment values 

(7)       re/assign record to nearest cluster 

Note: Nearest is based on Weighted Euclidean distance between the record attributes and cluster centroid 

(8)         calculate the cluster centroid (average) 

(9)     end loop 

(10)   if no change in record assignment values 

(11)      for each cluster 

(12)          if number of records in cluster is less than minimum_records_per_cluster 

(13)                remove records from the cluster.  

(14)          Reassign these records to existing clusters 

(15)             delete that cluster 

(16)             flag change in record assignment values 

(17)    while no change in record assignment values 

(18)  end loop   

(19)end function 

 

The weighted Euclidean distance formula is given in equation (6). Let the record attributes be a1, a2,…., an  and the 

cluster centroid for the same attributes be c1, c2,…., cn . The weights given by w1, w2,…., wn  is equal to the 

WEIGHT_OF_ATTRIBUTE (W) for the selected_attribute and it is 1.0 for every other attribute value. 

 

Weighted Euclidean Distance =  w1(a1 − c1)2 + w2( a2 − c2)2 + ⋯ + wn (an − cn )2           (6)       

                   

One of the drawbacks of HDTKM is that it is so far tested only for datasets that contain numeric attributes, either 

continous or discrete attribute expressed as numbers.  
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V. EXPERIMENTAL RESULTS 

The HDTKM algorithm was tested against J48 algorithm from WEKA for nine different standard datasets from the 

UCI repository. J48 is WEKA‟s java implemention of C4.5 algorithm. The datasets chosen have continuous attributes 

primarily or they have discrete attributes expressed in numbers. The detail of the datasets used is given in Table 1. 

 
Table 1 Dataset Details 

Datasets Dataset size No of attributes 

Balance-scale 625 5 

Breast cancer 683 10 

Diabetes 768 9 

Ecoli 336 8 

Glass 214 10 

Iris 150 5 

Liver disorder 345 7 

Seeds 210 8 

Yeast 1484 9 

 

The first column in Table 1 is the dataset name, the second column mentions the number of records for the dataset 

that are used for experimentation and the last column is the number of attributes in the dataset including the target 

attribute. Yeast dataset contains the maximum number of records and Iris dataset contains the least. Glass dataset 

contains the highest number of attributes (10), Balance-scale and Iris datasets contain the least number of attributes (5). 

 

The table showing the classification accuracy for various datasets for J48 and HDTKM is given in Table 2. The 

higher of the two accuracies between J48 and HDTK is highlighted in bold.  Balance-scale dataset is classified better 

by HDTKM with an accuracy of 78.4%. Breast cancer dataset is better classified by HDTKM with an accuracy of 97%. 

J48 classifies Diabetes dataset with higher accuracy of 73.6%. Ecoli dataset is classified with the same accuracy of 82% 

by J48 and HDTKM algorithms. HDTKM algorithm classifies Glass, Iris, Liver Disorder and Seeds dataset with higher 

accuracy than J48 with the accuracy being 67.4%, 98.3%, 65.2% and 95.2% respectively. Yeast dataset classification is 

higher for J48 with an accuracy of 56%. 

 
Table 2 Performance of J48 and HDTKM 

Datasets J48 in % HDTKM in % 

Balance-scale 69.2 78.4 

Breast cancer 95.6 97 

Diabetes 73.6 70.6 

Ecoli 82 82 

Glass 63.9 67.4 

Iris 91.6 98.3 

Liver disorder 59.4 65.2 

Seeds 94 95.2 

Yeast 56 52.5 
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The column chart corresponding to the table for accuracy is given in Fig 3. From the graph it is clear that the 

HDTKM algorithm shows improvement in accuracy over J48 in 6 out of 9 datasets tested and the accuracy of J48 and 

HDTKM is same for Ecoli dataset.  

 
 

Fig 3 Classification Accuracy of J48 and HDTKM 

 

The datasets balance-scale, breast cancer, glass, iris, liver disorder and seeds are classified better by HDTKM 

algorithm. The Diabetes and Yeast datasets are classified better by J48 algorithm while the dataset Ecoli has the same 

classification accuracy for both J48 and HDTKM algorithm. The average classification accuracy of HDTKM is 78.1% 

and 76.1% for J48 algorithms.  

 

VI. CONCLUSION AND FUTURE WORK 

 HDTKM algorithm performs better than J48 algorithm for the 9 standard datasets tested so far. HDTKM algorithm 

is suitable for classifying datasets that contain continuous attributes. 

There are various options for expansion of HDTKM including using other clustering techniques such as DBSCAN, 

agglomerative clustering and so on. HDTKM algorithm can be optimized for all types of attributes and in any format. 
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