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ABSTRACT: Data Mining is the process to extract hidden predictive information from database and transform it into 
understandable structure for future use. The assorted domains in data mining are Web Mining, Text Mining, Sequence 
Mining, Graph Mining, Temporal Data Mining, Spatial Data Mining (SDM), Distributed Data Mining (DDM) and 
Multimedia Mining. Some of the applications of data mining, it is used for financial data analysis, retail and 
telecommunication industries, science and engineering and intrusion detection and prevention. In this paper we 
discussed about the text mining techniques and its applications. Text mining is used to extract interesting information 
or knowledge or pattern from the unstructured texts that are from different sources. It converts the words and phrases in 
unstructured information into numerical values which may be linked with structured information in database and 
analyzed with ancient data mining techniques. There are many techniques used in text mining such as information 
extraction, information retrieval, natural language processing (NLP), query processing, categorization and clustering. 
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I.INTRODUCTION 
 

Text Mining is also called as text data mining, which is used to find interesting information from large database. 
The data mining tools can be designed to handle structured data from database. But the text mining can be work with 
unstructured data or semi-structured data [1]. Text Mining is to analyze large quantities of natural language text and it 
detects lexical patterns to extract useful information. Text Mining is useful for organization because most of the 
information is in text format. The following steps can be included in text mining. 

 It converts the unstructured text into structured data 
 Identify the patterns from structured data 
 Analyze the patterns using Text Mining techniques 
 Extract the useful information from the text 

 The applications of Text Mining are protein interaction, drug discovery, predictive toxicology, identification 
of recent product potentialities, detection of links between lifestyle and states of health, competitive intelligence and 
lots of additional [3]. Section II describes the process of text mining. Section III illustrates the techniques in text mining 
and section IV gives the applications of text mining. Section V explains the issues in text mining and section VI gives 
the conclusion of this paper.  
 

II. PROCESS OF TEXT MINING 

A. Document Gathering  
 In the beginning step, the documents are collected that are present in numerous formats. The document could 
be in form of word, html, css, pdf etc. [17]. 
B. Document Pre Processing 
 In this process, the given document is processed for eliminating redundancies, inconsistencies, separate words, 
stemming and documents are ready for next step, and the stages performed as follows[19], 

Tokenization: The given document is recognizing as a string and identifying single word in document i.e. the 
given document string is distributed into one unit or token. 
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Removal of Stop word: In this stage the removal of common words like a, an, and, of, but etc. has been done. 
Stemming: A stem may be a natural group of words with very similar meaning. This method defines the base 
of the particular word. There are two types of stemming method, Inflectional and Derivational [21]. 

C. Text Transformation 
 Text document contains a collection of words and their occurrences. There are two ways for representation of 
such documents is Bag of words and Vector space model. 
D. Attribute Selection 
 This method leads to giving less database space, minimal search technique by removing irrelevant feature 
from input document. There are two methods in attribute selection, Filtering and Wrapping methods [13]. 
E. Pattern Selection 
 In this stage the standard data mines process combines with the text mining process. Structured database use 
the classic data mining techniques that resulted from the previous stage. To identify the correctly interesting patterns 
representing knowledge based on some interestingness procedures [3]. 
F. Interpretation/ Evaluation 
 In this stage measures the result, this result can be put away or it will be used for next set of sequence. 

 
III. TECHNIQUES IN TEXT MINING 

 
 The techniques in text mining from different areas such as information extraction, information retrieval, 
natural language processing (NLP), categorization and clustering. All these stages of text mining process can be 
combined into a single workflow. Figure 1 shows the text mining techniques. 
 

 
     

Fig 1:  Techniques in Text Mining 
 
A. Information Extraction 
 Information Extraction is the process of extracting information from unstructured document using the 
techniques. The main objective of information extraction is to find specific data or information in natural language text. 
This information is stored in database like patterns and it can be available for further use. It converts a quality of textual 
documents into more structured database [9]. The major task of information extraction, 

 Term Analysis: It identifies the term; the term may contain one or more words. It can be helpful for 
extracting information from documents 

 Named Entity Recognition: It identifies the textual information in a document relating the names of 
person , place , organization or product 

 Fact Extraction: It identifies and extracts the complex facts from the documents 
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Fig 2: Information Extraction 
 

Table 1: Comparative Analysis of Information Extraction Techniques 
 

 
 
B. Information Retrieval 
 
 It is used to identify the relevant documents in a document collection which is matching a user’s query. The 
most important application of information retrieval system is search engine like Google, which identify those 
documents on the World Wide Web that are relevant to user queries or a set of given words [9]. It also refers to the 
automatic retrieval of documents from document collection. 
 It deals with crawling, indexing documents and retrieving documents. Information retrieval system used in 
digital libraries, online document systems and search engine. Information retrieval is deals with entire range of 
information processing from data retrieval to knowledge retrieval. Figure 3 explains about the information retrieval 
system. 

 
Fig 3: Information Retrieval 
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Table 2: Comparative Analysis of Information Retrieval Techniques 
 

 
 
C. Natural Language Processing (NLP) 
 It is concerned with interactions between computer and human (natural) languages. NLP is related to the area 
of human-computer interaction. NLP is the component of an Artificial Intelligence (AI) [12]. It is used to analyze the 
human languages so that computers can understand natural languages as humans do. The approaches to NLP is based 
on machine learning, a type of artificial intelligence that examines and uses the patterns in data to improve a program's 
own understanding [2]. The role of NLP in Text Mining is to provide the systems in the information extraction phase 
with linguistic data that they need to perform their task. NLP includes the tasks [11], 

 Part Of Speech tagging: It is used to classify the words into categories such as noun, verb or adjective. 
 Chunking: It is also called as shallow parsing, used to identify only the main grammatical elements in a 

sentence such as noun phrases and verb phrases. 
 Semantic Role Labeling: It is used to detection of semantic arguments associated with predicate or verb of 

a sentence. 
 Language Model: It assigns a probability of sequence of words by means of probability distribution. It 

provides context to distinguish between words and phrases that sound similar.  
 Semantically Related Words: This is the task of predicting whether two words are semantically related 

which is measured using the WordNet database. 
 

 
Fig 4:  Natural Language Processing 
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D. Categorization 
 The process of categorization is, recognizing, differentiating and understanding the ideas and objects to group 
them into classes. A category clarifies the relationship between the subjects and objects of information or knowledge 
[4]. Categorization is crucial in language, prediction, decision making and in all kinds of environmental interaction. It 
involves identifying the important themes of a document by placing the document into a predefined set of topics. 

Once the document is categorized, a computer program can typically treat the document as a “bag of words” 
[1].  It doesn’t attempt to process the actual information as information extraction does. Relatively, categorization 
process only counts the words that appear in the document, and from the counts, it identifies the significant topics that 
the document covers. Categorization typically depends on a thesaurus for which topics are predefined, and relationships 
are identified by searching for broad terms, narrow terms, synonyms and related terms. Categorization tools commonly 
have a method for ranking the documents in order which documents have the most content on a particular topic [23]. 

It can be used in a variety of application domains. Many businesses and industries provide customer support or 
have to be compelled to answer queries on a number of topics from their customer. The main goal of categorization is 
to classify a collection of documents into a fixed number of predefined categories. Each document may belong to more 
than one class [16]. 

  
Table 4: Comparative Analysis of Categorization Techniques 

 
 

 
E. Clustering 
 Clustering is a process of partitioning a set of data or objects into a set of meaningful sub-classes, is called 
clusters. This technique is used to group the similar documents. The benefit of clustering is that documents will seem in 
multiple subtopics, so ensuring that a useful document will not be omitted from search results. A basic clustering 
algorithm creates a vector of topic for each and every document and measures the weights of how well the document 
fits into each cluster [24]. Clustering technology can be helpful in the organization of management information 
systems, which can contain thousands of documents. 

There are many clustering methods available and each of them may give a different grouping of a dataset. 
Clustering methods can be classified into two categories [22], 

1. Hierarchical Methods 
2. Non-Hierarchical Methods 

 
Hierarchical Methods 
 Hierarchical clustering constructs a cluster hierarchy or, in other words, a tree form of clusters also called as 
Dendogram. Each cluster node contains child clusters; relation clusters partitioned the points covered by their common 
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parent. Such associate approach permits exploring data on completely different levels of granularity [20]. These 
methods are divided into Agglomerative (Bottom-UP) and Divisive (Top-Down) methods. 

An Agglomerative clustering starts with one point clusters and recursively merges two or more with most 
appropriate clusters. A Divisive clustering starts with one cluster of all the data points and recursively splits the most 
appropriate clusters. This process continues until the requested number of clusters is achieved. 
Non-Hierarchical Methods 
 The non-hierarchical methods divide a dataset of N objects into M clusters, with or without overlap. These 
methods are divided into partitioning methods, in which the categories are mutually exclusive and also the less 
common stamping methods [17]. Each object may be a member of the cluster with most similar. 
 

Table 5: Comparative Analysis of Clustering Techniques 
 

 
 

IV. APPLICATIONS OF TEXT MINING 
 

 Text Mining has a very high commercial value. It is a developing technology for analyzing large amount of 
unstructured documents for the purpose of extracting interesting pattern or knowledge [1]. There are several domain 
specific applications of Text Mining, a number of applications had explained here: 
A. Security Application 
 Many text mining packages are marketed for security applications, particularly observation and analysis of 
online plain text sources like web news, blogs, etc. for national security functions. It also concerned with the study of 
text encryption and decryption [14] [16]. 
 
 
B. Biomedical Application 
 Text Mining is used in medical specialty for identification and classification of technical terms within the 
domain of biological science corresponding to the concepts. 
C. Company Resource Planning 
 Mining Company’s reports and correspondences for activities, thus its resource status and problems will be 
handled properly and future action planned can be design. 
D. Market Analysis 
 With the help of numerous text mining techniques, market analysis is concerned to analyze the competitors 
within the market and can also be used to monitor customer opinions and searing for new potential customers. 
E. Customer Relationship Management 

It mainly deals with managing the customer messages. CRM consists of providing applicable service to the 
customer as per their request and providing fast answers to their queries.  
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V. ISSUES IN TEXT MINING 
 

The main challenging issue in text mining arises from the complexity of a natural language itself. The natural 
language is not free from ambiguity problem. Ambiguity means the capability of being understood in one or more 
possible ways [4]. In a text document one word can have more than one meanings and one phrase or sentence can be 
interpreted in many ways which directed to different meanings of statement. Here some of the issues are discussed as 
follows, 
A. Intermediate Form 

Intermediate forms with variable degrees of complexity are appropriate for different mining purposes. For a 
domain-specific knowledge discovery task, it is essential to perform linguistics analysis to derive a sufficiently rich 
representation to capture the relationship between the objects or concepts defined in the documents [5]. However, this 
analysis method is computationally expensive and often operates in the order of a few words per second. It remains a 
challenge to envision how analysis can be made more efficient and scalable for very large amount text.  
B. Multilingual Text Refining  

Although data mining is basically language independent, text mining comprises a significant language 
component. It is important to develop text refining algorithms that process multilingual text documents and it produce 
language-independent intermediate forms [9]. Even though most text mining tools emphasis on processing English 
documents, mining from documents in other languages permits access to previously unused information and offers a 
new host of chances [18].  
C. Domain Knowledge Integration  

Domain knowledge, not provided for by any current text mining tools, can play an important role in text 
mining. Specifically, domain knowledge can be used as early as within the text processing stage. It is interesting to 
explore how one can take advantage of domain information to enhance parsing efficiency and derive an extra compact 
intermediate form [18]. Domain knowledge can also play a part in knowledge distillation. In a classification or 
predictive modeling task, domain knowledge helps to enhance learning/mining efficiency and quality of mined 
knowledge. 
 

VI. CONCLUSION  
 

 Data Mining is the important as well as active research area helps to extract helpful patterns from the data. 
These patterns generated facilitate decision making in industries. Text mining is also crucial field that deals with 
unstructured or semi structured data. In this paper we have delineated the various text mining techniques such as 
Information Extraction, Information retrieval, Natural Language processing, Categorization and Clustering. And also 
we have defined text mining processing flow, applications of text mining and issues in text mining. Mining text in 
different languages may be a major problem, since text mining tools and techniques ought to be able to work with 
several languages and multilingual languages. Integrating a domain knowledge base with text mining engine would 
increase its efficiency, especially within the information retrieval and information extraction phase. 
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