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ABSTRACT: Data Mining extracts knowledge automatically based on the abilities of data analysis, decision making 
and prediction. The main aim of data mining is to provide support for decision making by detecting useful patterns 
from large voluminous datasets. Large numbers of association rules are often produced by association rule mining 
algorithm. Sometimes, it can be very difficult for decision makers to understand the rules and find useful knowledge 
source apply to the Business process. Predicting financial information is very difficult task. To improvise the shopping 
complex dataset strategy, DCAR and CMDC algorithms are implemented in shopping complex dataset and finally 
experimental results are carried out. It is clearly proven that the proposed CMDC provides better accuracy than existing 
algorithm. 
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I. INTRODUCTION 
 
 Data mining facilitates the discovery of unrevealed trends from large voluminous data sets. Data warehousing 
provides an interactive analysis of data through the use of different data aggregation methods. Data warehousing 
contributed key technology for complex data analysis, automatic extraction of knowledge from wide data repositories 
and decision support. Recently, there has been an increased research going on to integrate those two technologies. 
Moreover this work is concentrated on applying the data mining technique as a front end technology to a data 
warehouse to extract trends and rules from the data repository in data warehouses.  
 A huge range of data mining techniques has made significant improvements to the field of knowledge 
discovery in various domains. For example in the banking sector, these methodologies are used for loan payment 
prevision,  classification of customers for targeted marketing, customer credit policy analysis, detection of money 
laundering schemes and other financial crimes. The banking database should control credit management thoroughly. 
Loan sanctioning requires the usage of huge data and significant processing time. To sanction the loan to customers, the 
bank needs to take some kind of precautions such as performance of the customer firm by analyzing the previous year’s 
financial statements. The major tool used in multidimensional analysis in a data warehousing is the use of data 
aggregation and exploratory techniques that forms a part of  (OLAP). The traditional OLAP technique is limited to 
detect hidden association between the items side in a data warehouse. So a lot of research undergoes to extend the 
OLAP technique to anticipate the future events. In this paper the capability of OLAP is extended to detect the hidden 
association and forecast the future events based on the historical data driven from the multidimensional schema.  
 
 In this paper, a novel approach called datacubes association rule algorithm is proposed across 
multidimensional datacubes. This method is based on information gain to detect and rank the most informative 
dimensions among the nominal variables. The application of Principal Component Analysis extracts the informative 
datacubes at different level of data abstraction. With the help of objective measures interesting rules are discovered.  
 
 The rest of the paper is organized as follows. Section II presents a description about the previous research 
which is relevant to the design and analysis of multidimensional schema. Section III describes about the existing model 
DCAR, CMDC and its limitations. Section IV involves the detailed description about the proposed method with 
shopping complex dataset. Section V presents the performance analysis. This paper concludes in Section VI.  
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II. RELATED WORK 
 
 This section deals with the works related to the association rules in data mining and multidimensional schema. 
Usman, et al proposed a methodology that selects a subset of informative dimension and fact variables from an initial 
candidate set. The experimental results of this method were conducted on three real world datasets, which was 
extracted from the UCI machine learning repository. The knowledge discovered from the schema was more diverse and 
informative than the standard approach of the original data [1]. Pears, et al presented a generic methodology which 
incorporated semi-automated knowledge extraction methods to provide data-driven assistance towards knowledge 
discovery. A binary tree of hierarchical clusters were constructed and numeric variables were annotated. Three case 
studies were performed three real-world datasets from the UCI machine learning repository in order to validate the 
generality and applicability [2].  
 

III. PROPOSED METHODOLOGY 
 

Application of Data mining techniques further yields the value of data warehouse by converting valuable data into 
assets for future tactics and strategic business enhancement. MIS provides advanced capability which gives the user to 
arise sophisticated and pertinent queries. It empowers the right people by providing specific needed information. To 
improvise shopping complex business strategy, association Rule Mining is discovered due to fashion trends in the 
world. In this research work, informations are collected from Customer, Vendor and Consumer database. To identify 
the similarity of Purchase and Sales points, Association Rule Mining is applied. 
 
DCAR 
Data cube Association Rule is termed on DCAR. Data Mining and statistical techniques are occupied with PCA to rank 
the facts and dimensions. Attributes are ranked based on nominal and numerical attributes. Information gain is utilised 
to rank the numerical attributes. Highly ranked dimensions and facts discovers interesting information nested in multi-
dimensional cubes. Datacube is constructed using highest ranked dimensions and facts. Present in multi-dimensional 
scheme. The mine the association rules based on the importance among the rules form the schema[22]. 
 
CMDC 
This section presents an overview of Multi-dimensional schema formation which suggests the discovery of Association 
Rules. Exploring knowledge discovery process by integrating machine learning and statistical scheme. Highly ranked 
dimensions and fact results in the discovery of interesting information nested in multi-dimensional cubes. The following 
figure shows the methodology for classifying Multi-Dimensional Data cube. The real world bank loan dataset is used to 
diverse association rules. The dataset is initially perform pre-processing stages to attain the highest quality of the dataset. 
It removes the unwanted data in the dataset. The proposed system does not depend on hierarchical structure. It applies k-
means clustering techniques for grouping the data which provides better results than other existing methods[23]. 
Multidimensional schema is generated from shopping complex dataset is given below. 

 
Facts table represent stock details and Dimensions represents Sales, Purchase, Vendor and Customer details. 
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The above multi-dimensional schema contains all the dimension and facts in the shopping complex dataset. It is used to 
construct informative datacubes. Highly ranked facts and dimensions are used to construct data cube. It helps the 
Consumer to show the rank positions. It stores combined measures of the dimension values in a multi-dimensional 
space. OLAP operations are used to explore the data in to meaningful information. Here facts and dimensions are 
separated based on the schema formation. In shopping complex database, Sales, purchase, customer and  vendor are 
dimensional tables and stock kept in fact table. 
Most frequent rules are extracted based on the user specified constraint. It finds the interesting relationships and 
associations among the attribute set effectively. Interested rules are predicted based on the constraint Weight which is 
to evaluated by support and confidence. 
Discovered Rules are classified into highly interested, medium interested and low interested rules. To classify the rules, 
mean values are fixed based on highly ranked rules dimensions. 
Discovered Rules are 

Itemset Weight 
Shampoo 0.98 
Conditioner 0.80 
Oil 0.88 
Detergent 0.70 
Lotion 0.76 
Shampoo, Lotion 0.86 
Lotion, Oil 0.76 
Soap, Oil 0.70 
Shampoo, Conditioner 0.88 
Lotion, Conditioner 0.80 
Conditioner, Lotion, Soap 0.85 
Lotion, Oil, Detergent 0.60 
Soap, Oil, Lotion 0.56 
Shampoo, Conditioner, Comb 0.55 

 
Based on the constraint value such as weight, Highly Ranked Rules are classified separately 
 

IV. EXPERIMENTAL RESULTS 
 

To validate Prediction accuracy and classification of association Rules, experimental dataset is generated from 
shopping complex dataset. Initially dataset is selected and undergone preprocessing steps to filter irrelevant data. 
Customers and frequently purchased items are classified based on weight such as interestingness measures. 
Experimental results are validated based on the metrics such as prediction accuracy and time consumption. 
 To assess the quality of learned model, Prediction accuracy is observed by the model. Figure shows the prediction 
accuracy of the rule generated through DCAR and CMDC algorithm which is higher than existing DCAR. 
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Computing time for CMDC takes less than existing DCAR as shown in the figure below 

 
 

V. CONCLUSION 
 

In this paper, Shopping complex dataset is applied in the existing algorithms DCAR and CMDC for evaluating the 
experimental results to predict accuracy and time complexity. It is clearly stated that CMDC algorithm provides better 
accuracy than existing algorithm. 
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