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ABSTRACT: In system on chip (SOC) designs, higher circuit densities have larger volume of test data. So in this 

larger test data applying in a particular circuit, the occupied memory volume and testing time consumption is very 

large. Test data compression method is reducing the testing time and memory requirements. After test data 

compression, the data will be stored to memory. When we want to test a circuit, that time, compressed data is 

immediately decompressed and given to Design Under Test (DUT).This paper deals with the comparison of the 

Bitmask and Dictionary selection method test data compression, Run length compression(RL) and Golomb method test 

data compression and then best compression method output is stored to memory. The bitmask and dictionary selection 

method is a very efficient compression method and also fast compression, decompression  mechanism. In this 

compression technique, input test data is compared with created dictionary. When the input data is matched with 

dictionary, no need for bitmask operation, otherwise, it needs. In this method of compression, data is stored to memory 

and then when we want to test a particular circuit that time immediately compressed data is decompressed and given to 

circuit (DUT). 
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I. INTRODUCTION 

 

 IN SYSTEM-ON-CHIP (SOC) designs, higher circuit densities have led to larger volume of test data, which 

demands larger memory requirement in addition to an increased testing time. Test data compression plays a crucial 

role, reducing the testing time and memory requirements. It also overcomes the automatic test equipment (ATE) 

bandwidth limitation. Alternatives to external testing include built-in self-test (BIST). However, BIST is not 

appropriate for logic testing because of its random-resistant fault and bus contention during test application [1], which 

leads to inadequate test coverage. Other alternatives like bit-flipping [2] and bit fixing [3] provide greater fault 

coverage, with the disadvantage that structural information has to be provided. Reduction of test data using structural 

methods like Illinois Scan Architecture (ILS) [4] demands modification of the design. Test data compression 

algorithms can reduce the test data to a larger degree without facing any of the aforementioned disadvantages.

 The overview of a traditional test compression framework is shown in Fig. 1. The original test data is 

compressed and stored in the  memory. Thus, the memory size is significantly reduced.  An on-chip decoder decodes 

the compressed test data from the memory and delivers the original uncompressed set of test vectors to the design-

under-test (DUT). 

 
Fig. 1. Test data compression methodology. 



        

        

 
         ISSN(Online): 2320-9801 

             ISSN (Print):  2320-9798  

 

International Journal of Innovative Research in Computer  

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 5, May 2015 

 

Copyright to IJIRCCE                                                                   10.15680/ijircce.2015.0305228                                                4608 

     

 Dictionary-based test data compression is a promising approach which has been used by Li et al. [1]. 

Dictionary-based compression techniques are also popular in embedded systems domain since they provide a dual 

advantage of good compression efficiency as well as fast decompression mechanism. Many recently proposed 

techniques [5] have tried to improve the dictionary-based compression techniques by considering mismatches. 

However, the efficiency of these techniques depends on the number of bits allowed to mismatch. It is obvious that if 

more number of bit changes is allowed, more matching patterns will be generated. However, remembering more bit 

positions may lead to unprofitable compression. Bitmask based compression [6] addresses this issue by creating more 

matching patterns with the aid of bitmasks, while taking care of the size of the compressed code. This paper tries to 

combine the advantages of dictionary based test compression [1] as well asbitmask-based code compression 

[6].Bitmask based compression of test data may seem attractive, but it presents various challenges. The primary 

concern is the presence of don‟t cares (“X”) in the test data set. Since bitmask based compression technique [6] was not 

designed for data with don‟t care values, direct application of this technique on test data does not result in a good 

compression efficiency. We have to determine not only the effective bitmasks, but also a profitable dictionary that 

produces optimal results. We demonstrate that selection of bitmasks and dictionary using existing techniques [1], [6] 

are not appropriate in case of test data compression using bitmasks. Our approach solves these problems by selecting 

profitable bitmasks as well as proposing efficient dictionary selection algorithms, to improve the compression 

efficiency without introducing any additional decompression penalty. Our experimental results demonstrate that our 

approach produces up to 30% better compression compared to existing dictionary-based approaches [1]. 

 

II. RELATED WORK 

 

 Dictionary-based compression techniques have been recently used to reduce the test data volume in SOCs. Li 

et al. [1] and Reddy et al. [13] used fixed length dictionary entries to reduce test data volume. Dynamic dictionaries 

along with LZ77 technique has been used byWolff et al. [14].Wurtenberger et al. [15] have proposed a test data 

compression method by remembering the mismatches with the dictionary entries. A detailed comparison between their 

approach and ours is provided at the end of this section. We have proposed a bitmask-based compression technique, 

which renders significantly better results than Li etal. [1], Bitmask-based compression was developed by Seong et al. 

[6] for code compression in embedded systems.We have employed a modified version of the bitmask-based 

compression technique in our test data compression.Wurtenberger et al. [15] have proposed a test data compression 

technique which is somewhat similar to our approach to remember the mismatches from the dictionary 

entries.However, there are significant differences between the two approaches. While they [15] try to remember the 

positions of the bit changes, our method uses bitmasks to account for the mismatch. Due to considering only one bit-

fix, [15] looses the opportunity of taking care of multiple mismatches.Our approach performs 10%–30% better 

compression while uses simpler decompression engine compared to them. 

 

III. BACKGROUND AND MOTIVATION 

 

 This section briefly describes bitmask-based code compression[6], and highlight the challenges in employing 

bitmaskbased technique for test data compression. 

 

 
Fig. 2. Bitmask-based test data compression. 



        

        

 
         ISSN(Online): 2320-9801 

             ISSN (Print):  2320-9798  

 

International Journal of Innovative Research in Computer  

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 5, May 2015 

 

Copyright to IJIRCCE                                                                   10.15680/ijircce.2015.0305228                                                4609 

     

A. Bitmask-Based Test Data Compression 

 Bitmask-based compression is an enhancement on the dictionary-based compression scheme, that helps us to 

get more matching patterns. In dictionary-based compression, each vector is compressed only if it completely matches 

with a dictionary entry. 

As seen in Fig. 2, we can compress up to six data entries using bitmask based compression. The compressed data is 

represented as follows. Those vectors that match directly are compressed with 3 bits. The first bit represents whether it 

is compressed (using 0) or not (using 1). The second bit indicates whether it is compressed using bitmask (using 0) or 

not (using 1). The last bit indicates the dictionary index. Data that are compressed using bitmask requires 7 bits. The 

first two bits, as before, represent if the data is compressed, and whether the data is compressed using bitmasks. The 

next two bits indicate the bitmask position and followed by two bits that indicate the bitmask pattern. 

For example, the last data vector in Fig. 2 is compressed using a bitmask. The bitmask position is 11, which indicates 

the fourth even bit position from left. For this case, we have assumed fixed bitmasks, which are always employed on 

even-bit positions and hence only 2 bits are sufficient to represent the four positions in a 8-bit data. The last bit gives 

the dictionary 

index. The bitmask XORed with the dictionary entry produces the original data. In this example, the compression 

efficiency is 27.5%, based on the following formula expressed as percentage: 

                                

                                             Compressed Size 

                                               Original Size 

Compression Efficiency =  ---------------------  

                                               Original Size 

 

Since existing approach does not handle don‟t cares (“X”), in this example we have replaced all don‟t cares by 1. Note 

that we could have replaced all don‟t cares with 0‟s as well. In that case, it will result in worse compression efficiency 

of 2.5%. A better compression efficiency can be achieved by selectively replacing the don‟t cares with “0” or “1” 

instead of replacing all by 0‟s (or 1‟s). It is a major challenge to identify the selective replacement to generate the best 

possible compression efficiency. 

 

B. Challenges in Bitmask Based Compression 

 

 This section outlines various challenges in using bitmask based approach in test data compression. There are 

three major challenges in bitmask-based test data compression. The problem is further aggravated since each of these 

challenges are interdependent and cannot be solved independently. 

1) Dictionary Selection: A profitable dictionary is to be selected which takes into account the bit savings due to 

frequency matching as well as bitmasks. 

2) Bitmask Selection: Appropriate number and type of bitmasks are to be selected for compression. 

3) Don’t Care Resolution: It is necessary to selectively replaceeach don‟t care with “0” or “1”. 

 Another challenge for test data compression is that selective don‟t care resolution is difficult and it further 

complicates the dictionary and bitmask selection. Consider the two vectors: 

“00XX1X10” and “X0X110X0”. Although these two vectors have lot of dissimilarities, it is obvious that they will 

match. This is because a don‟t care can be matched with a “0” or a “1” according to the matching pattern. Thus a lot 

more matching can be obtained in case of vectors with don‟t cares. Therefore, the dictionary selection and bitmask 

selection algorithms have to be modified in order to incorporate this factor. 
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Fig.3. Dictionary Selection and Bitmask Method Test Data Compressed output. 

 

IV. TEST DATA COMPRESSION USING BITMASKS. 

 

 We have developed an efficient test data compression algorithm using bitmasks. Fig. 3 presents our bitmask-

based test compression methodology. It has four major steps: 1) divide the input test data based on number of scan 

chains; 2) dictionary selection; 3) bitmask selection; and 4) test compression using don‟t care resolution, dictionary and 

bitmask selection. 

 

A. Bitmask Selection 

 The generic encoding formats of bitmask-based compression technique for various number of bitmasks. [18]A 

compressed 

data stores information regarding the bitmask type, bitmask location, and the mask pattern itself. The bitmask can be 

applied on different places on a vector and the number of bits required for indicating the position varies depending on 

the bitmask type. For instance, if we consider a 32-bit vector, an 8-bit mask applied on only byte boundaries requires 2-

bits, since it can be applied on four locations. If we do not restrict the placement of the bitmask, it will require 5 bits to 

indicate any starting position on a 32-bit vector.[19] 

 

 Bitmasks may be sliding or fixed. Fixed bitmasks are referred with the letter F while sliding bitmasks are 

referred with the letter S . For example 2S, refers to a sliding bitmask of length 2 while 2F refers to a fixed bitmask of 

length 2. A fixed bitmask is one which can be applied to fixed locations, such as byte boundaries. However, sliding 

bitmasks can be applied anywhere in the test vector. Since the fixed bitmasks can be applied only to fixed locations, the 

number of positions where they can be applied is significantly less compared to sliding bitmasks. Hence, the number of 

bits needed to represent them are less than sliding 

bitmasks.Seong et al. [6] has shown that the profitable bitmasks to be selected for code compression are 2s, 2f, 4s, and 

4f. However, in case of test data compression, the last two bitmasks are not profitable. This is because the probability 

that four corresponding contiguous bits will differ in a pair of test data is only 0.2% [16], which can easily be 

neglected. Therefore, it is not profitable to use bitmasks of length 4 or higher. Thus, we perform our compression by 

using 1-bit, 2s or 2f bitmasks. The number of bitmasks selected, which depends on both the test vector length and the 

dictionary entries, can be determined using the following lemma. 

Lemma: The number of bitmasks is dependent on vector length and dictionary entries.[20] 

 

B.Dictionary Selection 

 The dictionary selection algorithm is a critical part in bitmask-based test data compression. Similar to Li et al. 

[1], we used the classical clique partitioning algorithm of graph  

theory [17]. The clique-partitioning problem basically refers to the breaking up of a graph into several cliques, such that 

the nodes within one clique are all interconnected. This problem is NP-hard [18], so heuristic approaches are used to 

solve it in real time. 

A graph G is drawn with n*l nodes, where each node signifies m a -bit test vector. An edge is drawn between two 

nodes when they are compatible. Two nodes are said to be compatible if they meet any one of the following two 
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requirements: 1) for all positions, the corresponding characters in the two vectors are either equal or one of them is a 

don‟t care; or 2) two vectors can be matched by predetermined profitable bitmasks. Each edge also contains weight 

information. The weight is determined based on the number of bits that can be saved by using that edge (direct or 

bitmask-based matching). Based on this graph model, we developed three dictionary selection 

techniques: 1) two-step method (TSM); 2) method using compatible edges (MCE) without edge weights; 3) MCE with 

edge weights (MEW). Each of these techniques uses a variant 

of well-known clique partitioning algorithm. The remainder of this section describes these three techniques in detail. 

1) Two-Step Method: In TSM, we consider only edges that are formed by direct matching. In other words, the graph 

will not have any edges corresponding to bitmask-based matching.Then a clique partitioning algorithm [1] is performed 

on the graph. This is a heuristics-based procedure that selects the node with the largest connectivity and is entered as 

the first entry to a clique. Now, the nodes connected with it are analyzed, and the 

node having the largest connectivity among these (and not in the entire graph) is selected. This process is repeated until 

no node remains to be selected. The entries of the clique are deleted from the graph. The algorithm is repeated until the 

graph becomes empty. The clique partitioning algorithm is used in MCE and MEW as well. Since we have a predefined 

number of dictionary entries, two possibilities may arise. The number of cliques selected may be greater than the 

predefined number of entries or vice versa.[21] 

2) Method Using Compatible Edges (MCE) Without Edge Weights: In MCE, weight of all the edges (direct or 

bitmask- based match) are considered equal. A clique selection algorithm is then performed in the same way. 

3) MCE With Edge Weights (MEW): MEW is same as MCE except that we consider edge weights. As indicated 

earlier, the edge weight is determined based on the number of bits saved if 

that edge is used for direct or bitmask-based matching. During clique partitioning, instead of connectivity, the total 

savings by each node is taken into account. The total savings by each node is obtained as the sum of weights of edges 

originating from that node. 

 

V. DECOMPRESSION MECHANISM 

 

 We have proposed the design of a decompression engine (DCE), shown in Fig. 4, that can easily handle 

bitmasks and provide fast decompression. [22]The design of our engine is based on the one cycle decompression 

engine proposed by Seong et al. [6]. The most important feature is the introduction of XOR gate in addition to the 

decompression scheme for dictionary based compression. The decompression engine generates a test data length 

bitmask, which is then XORed with the dictionary entry. The test data length bitmask is created by applying the 

bitmask on the specified position in the encoding. The generation of bitmask is done in parallel with dictionary access, 

thus reducing additional penalty. The DCE can decode more than one compressed data in one cycle. 

 The decompression engine takes the compressed vector as input. It checks the first bit to see whether the data 

is compressed. If the first bit is “1” (implies uncompressed), it directly 

sends the uncompressed data to the output buffer. On the other hand, if the first bit is a “0”, it implies this is a 

compressed data. Now, there are two possibilities in this scenario. The data may be compressed directly using 

dictionary entry or may have used bitmasks. The decompression engine will operate differently in 

these two cases.[23] 
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Fig. 4. Decompression engine for bitmask-based encoding. 

  

 In Decompression logic, the compressed data  is checked whether the first two bit is „01‟ or „00‟or „1‟ from 

memory.Here if it is first two bit is „01‟- Data is compressed without bitmask operation. So read the index value. 

Directly taking the dictionary index corresponding 8 bit data  is given to output buffer.Otherwise first two bit is „00‟ -

Data is compressed with bitmask operation. So it refer next two bits (i.e. bitmask position) and go to next mentioned 

location. It EX-OR s the bitmask value with given corresponding dictionary indexed value to get the original 

uncompressed data. It is given to output buffer. Otherwise  when the first bit is „1‟ - data is Uncompressed. so, directly  

it is  given to output buffer. Finally  we get the decompression methodology.  Output is exactly equal to the original 

uncompressed data.   

 

 
Fig.5.Decompression simulated output. 
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VI. CONCLUSION 

 

                    A test data compression algorithm that combines the advantages of dictionary based compression and 

bitmask based compression. This paper developed efficient bitmask and dictionary selection techniques for test data 

compression in order to create maximum matching patterns in the presence of don‟t cares. Our test compression 

technique used the dictionary and bitmask selection methods to significantly reduce the testing time and memory 

requirements. The test data compressed using dictionary selection and Bitmask method is reduced the maximum bit 

volume that same time without affecting the test data overall performance and stored memory content decompressed at 

anytime immediately. The test data compression and decompression done is very fast. So this compression and 

decompression method reduces the higher order SOC circuit testing time consumption and occupied memory volume. 
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