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ABSTRACT: Today lots of projects based on hand free movement of mouse cursor are available in market but 
somehow they have some limitations, someone may lack the speed of mouse cursor or require some color code to 
identify the objects. Our objective is to gain or access data from machine at real time environment and converting that 
information into productive output in the form of movement of mouse pointer with high accuracy. 
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I.INTRODUCTION 
 
Lots of inventions have been done in the field of computer science, like for example from desktop computer to portable 
laptops but very few inventions have been done in case of computer mouse. Today also we use traditional optical 
mouse to interact with the computer. In order to provide another form of cursor movement we are trying to build a 
program that avoids the use of traditional mouse and uses human head movement to move the mouse cursor. 
 
Mouseless is the program that allows you to control mouse pointer by your head but with additional options. Mouseless 
uses a webcam to track your head. When person moves his/her head to the left then the pointer also moves to left and 
so on. When the mouse pointer is kept at one place for example fraction of seconds then the click event occurs 
according to the additional options selected. 
 
Worldwide, millions of people are affected with disorders such as cerebral palsy, multiple sclerosis, and traumatic 
brain injuries and are in need of assistive software that helps them interact with the computer. 
Mouseless provides such peoples access to computer using hand free movement of mouse.  
 

      II.RELATED WORK 
 
Vision-Based Human-Computer Interaction through Real-Time Head Tracking and Gesture Recognition. Vision-based 
interaction is an appealing option for replacing primitive human computer interaction (HCI) using a mouse or 
touchpad. We propose a system for using a webcam to track a users head and recognize gestures to initiate specific 
interactions. The contributions of our work will be to implement a system for simple gesture recognition in real time. 
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III. SYSTEM OVERVIEW 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig1.SystemOverview 
 

V. METHODOLOGY 
 
A] FACE TRACKING: 
Our system provided degree automatic pursuit data format procedure. Within the initial frame of the video, we have a 
tendency to do face detection using Ada boosting algorithm. When face detection, the location of facial expression 
are known by ASM techniques. And eventually, the generic three-dimensional face model is adapted and malformed 
to suit to the detected two-dimensional facial expression. In the worst case, if the automated procedure goes wrong, 
user is additionally supplied with GUI tool to fine tune the initialization result. At the first frame of the video, the 
model parameter is initialized. From the second frame on, the optical flow at each vertex on face surface is computed, 
the displacement of the model parameters is estimated by solving the system of linear equations and the model 
parameters are updated accordingly. This procedure iterates for each frame. 
 
B] COMPUTATION OF OPTICAL FLOW: 
One of the longest and time consuming operation of tracking process is computation of optical flow. 
The multidimensional language of tracking procedure optical flow by model matching through normalized correlation. 
Given the feel model centered at (X, Y) at frame t-1, the situation of the supreme normalized correlation of the 
templates in looking out window at frame t defines the optical flow at (X, Y). Denote the model centered at (X, Y) as { 
t(i , j)} and therefore the model centered at (x, y) as {f(x + i , y + j)}. For reducing double decision computations and 
intermediate variable storage formula are used .So, for increasing the speed of computation and speed up the 
intermediate variables by using integral image techniques. 
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Fig2: Tracking Procedure 

 
C] CURSOR MOVEMENTS: 
The direct mode, joystick mode and differential mode are implemented for the mouse control module. For the direct 
mode, the face orientation angle Rx, Ry (the rotation angle with respect to x and y coordinate)are mapped to the mouse 
cursor coordinates (X, Y ) on the screen. 
 
 As the reliable tracking range of Rx and Ry is about 40 degree celciouse, and the resolution of the screen is 1600 x 
1200, we therefore empirically let the mapping function to be 
 
  X = 40 (Ry – Roy) 
  Y = 30 (Rx – Rox )  
where R0x and R0y are the initial face orientation angles. 
 
 For joystick mouse control mode, the following control rule is employed. 
 
  Xt+1 = Xt + Δ (Ry – R 0y) 
  Y t+1 = Yt + Δ (Rx – R 0x ) 
 
For joystick mouse control mode, the following control rule is employed. 
 
  Xt+1 = Xt + Δ (Ry – R 0y) 
  Y t+1 = Yt + Δ (Rx – R 0x )  
 
The Δ (x) function is a step function in which the constants are specified empirically. We found it is easier for the user 
to learn to move the mouse cursor with desired speed and to keep cursor still at desired location by changing user head 
pose with such a step control function. For differential mouse control mode, we have the following control rules: 
  Xt+1 = Xt + α Δ R ty bt  
 Y t+1 = Yt + β Δ R tx bt  
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That why the mouse is navigate by using the cumulation of head orientation displacements Δ Rt x and Δ Rt y with head 
moving toward to the camera turns on the mouse dragging state, head moving away from the camera turns on the 
mouse lifting state.  
 
The variations in no rigid motion parameters trigger mouse button events. While there are 12 AUs for selection, not all 
of them are good for triggering mouse event. Ideally the detection of AU should be robust against head pose change 
and noisy outliers. AU7 and AU8(eyebrows raising) are not good because eyebrow movements are relative subtle for 
detection. AU9, AU10 (cheek lifting) are not good because the lack of texture on cheek makes the estimation 
unreliable. And AU11 and AU12 (eye blinking) are not good because user may blink his eye unintentionally and user 
may have difficulty to do click-and-drag operation with their eyes closed. We chose using, and the detection of mouth 
corner stretching to trigger right-button click event, and the detection of mouth opening to trigger left-button-click 
event. 
 

IV. RESULTS 
 

From our implementation and execution of our program we found that the mouse pointer can be made to move and its 
functions can be implemented without the use of a touchpad or mouse .The pointer is moved with the help of our finger 
gestures by placing the specific color substance in our hand (any colored cap or any colored small substance) making 
us easy to use our system works. The performance of the software has been improved. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Screenshot for mouse pointer functions in windows 
 

As shown in figure 1. It shows the main application executable file on desktop named as Mouseless after opening the 
application we see the interface as shown in figure no 2. 
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Figure 2. Screenshot of mousless interagace. 
 

The main window shows the image of the camera and provides access to all commands and configuration options. 
Once Mouseless  is started, this window opens and begins streaming live video. Make sure that image quality and 
capture speed fulfill the required standards for a correct operation . 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Screenshot of various mouse control options 
 

VI.CONCLUSION 
 

The experiments verified the effectiveness of our Mouseless system. Specifically, the accuracy of mouse navigation 
victimization the three mouse management modes is evaluated numerically, and also the execs and cons of each 
management mode is summarized. 
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