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ABSTRACT: The conventional cross validation for train/test phase of any data mining task is usually based on 
selecting unique classifier at a time. This approach is commonly tackled for getting better accuracies either by 
increasing the number of folds or by selecting appropriate classifier. In this paper we establish the different orientation 
namely for each iterations we select a different classifier and get the average accuracy at the exit of the iterations. We 
show better results by this new approach comparing to the conventional cross validation in the context of diabetes 
algorithm.   
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I. INTRODUCTION 
 

In knowledge discovery or data mining, a typical task is to get a learning model from available data. Such a model 
may be represented by decision trees, rules, bayes and meta-learner. The inherent problem with evaluating such a 
model is that it may demonstrate adequate prediction capability on the training data, but might fail to predict future 
unseen data. cross-validation is a procedure for estimating the generalization performance in this context. In 1930s [1] 
the idea for cross-validation was initiated. The authors Mosteller and Turkey [2], and similar researchers further carried 
out this idea. Well defined statement of cross-validation, (same as current version of k-fold cross-validation), at the 
beginning coined in [3]. The two authors Stone  and Geisser [4,5] applied cross-validation in 1970s as means for tuning 
the better model parameters, as against cross-validation only for estimating model performance. Currently, cross-
validation is widely accepted in data mining and machine learning community, and serves as a standard procedure for 
performance estimation and model selection. The main two possible goals in cross-validation are firstly to estimate 
performance of the learned model from available data using one algorithm. The emphasis is to measure the 
generalizability of an algorithm. Secondly it is to compare the performance of two or more different algorithms and 
find out the best algorithm for the available data, or alternatively to compare the performance of two or more types of a 
parameterized model.  
 

II. DATA PREPARATION 
 

In this section, we dwell the collection of data and format in which the data has to be presented for mining 
experiments following the iterative steps in Fig 1.We use java based implementation namely Weka tool from 
University of Waikato, Newzealand. 

 
A.  DATASET 

The datasets for these experiments are from [18]. The original data format has been slightly modified and extended 
in order to get relational format. 

 
 
 



 
 

         
                  
                 ISSN(Online): 2320-9801 
             ISSN (Print):  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 9, September 2016 
 

Copyright to IJIRCCE                                                       DOI: 10.15680/IJIRCCE.2016. 0409081                                             16141 

 

i.  Dataset Description 
The database of diabetes describes a set of eight attributes11 as shown in the below list 2.2. The class attribute has 

binary values ‘tested negative’ and ‘tested positive’. The number of instances in this database is 768. 
B. LIST OF DESCRIPTION OF ATTRIBUTES 

For each attribute (all numeric-valued), the description and the units are shown: 
1. Number of times pregnant 
2. Plasma glucose concentration at 2 hours in an oral glucose tolerance test 
3. Diastolic blood pressure (mm Hg) 
4. Triceps skin fold thickness (mm) 
5. 2-Hour serum insulin (mu U/ml) 
6. Body mass index (weight in kg/(height in m)^2) 
7. Diabetes pedigree function 
8. Age (years) 
9. Class variable (0 or 1) ‘ tested negative’ or ‘tested positive’ 
 

C. BRIEF STATISTICAL ANALYSIS 
Attribute 
number 

Mean Standard 
Deviation 

1. 3.8 3.4 
2. 120 32.0 
3. 69.1 19.4 
4. 20.5 16.0 
5. 79.8 115.2 
6. 32.0 7.9 
7. 0.5 0.3 
8. 33.2 11.8 

 
D. RELATED WORK IN DIABETES DATASET 

For the long time the research in diabetes prediction have been conducted. The main objectives are to predict what 
variables are the causes, at high risk, for diabetes and to provide a preventive action toward individual at increased risk 
for the disease. Several variables have been reported in literature as important indicators for diabetes prediction. 
However obtaining the accuracy for recommendation for assisting the physician is a paramount issue. Increased 
awareness and treatment of diabetes should begin with prevention. Much of the focus has been on the impact and 
importance of preventive measures on disease occurrence and especially cost savings resulted from such measures. A 
risk score model is constructed by Lindstrom and Tuomilehto (2003) which includes Age, BMI, waist circumference, 
history of antihypertensive drug treatment, high blood glucose, physical activity, and daily consumption of fruits, 
berries, or vegetables as categorical variables. A sequential neural network model is obtained by Park and Edington 
(2001) for indicating risk factors, in the final model, as well as cholesterol, back pain, blood pressure, fatty food, 
weight index or alcohol index. Concaro et al, (2009) present the application of a data mining technique to a sample of 
diabetic patients. They consider the clinical variables such as BMI, blood pressure, glycaemia, cholesterol, or cardio-
vascular risk in the model. 

 
III. METHODS DESCRIPTION 

 
Here we select a standard set of methods for predicting from the data set described above. We consider three types of 

classifiers for our study, such as tree based, Bayes approach based, and Meta level based classifiers. The following 
sections describe briefly the methods for classifier and results of such methods are tabulated further. Then final results 
are interpreted 
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A. TREE CLASSIFIERS 
Supervised Learning is performed conducted using tree classifiers .We select four types of tree classifiers as shown 

below. 
 

i. Decision Stump  
One of the tree classifier is a decision stump, is a machine learning model consisting of a one-level decision tree as 

described in [3] . That is, it is a decision tree with one internal node (the root) which is immediately connected to the 
terminal nodes. A decision stump makes a prediction based on the value of just a single input feature 
 
ii.  J48 

This method description is given from the tool descriptor found in The first number is the total number of instances 
(weight of instances) reaching the leaf. The second number is the number (weight) of those instances that are 
misclassified. If your data has missing attribute values then you will end up with fractional instances at the leafs. When 
splitting on an attribute where some of the training instances have missing values, J48 will divide a training instance 
with a missing value for the split attribute up into fractional parts proportional to the frequencies of the observed non-
missing values. This is discussed in the Witten & Frank Data Mining book as well as Ross Quinlan's original 
publications on C4.5. 

 
iii.  ADTree 

Class for generating an alternating decision tree. This version currently only supports two-class problems. The 
number of boosting iterations needs to be manually tuned to suit the dataset and the desired complexity/accuracy 
tradeoff. Induction of the trees has been optimized, and heuristic search methods have been introduced to speed 
learning. 

 
B. BAYES CLASSIFIERS 

These types of classifiers includes probability measure for the class values and comes under supervised learning. 
 

i.  Naïve Bayes 
This belongs to the class implemented in a Naive Bayes classifier using estimator classes. Numeric estimator 

precision values are chosen based on analysis of the training data. For this reason, the classifier is not an Updateable 
Classifier you need the Updateable Classifier functionality, use the Naïve Bayes Updateable classifier. The Naïve 
Bayes Updateable classifier will use a default precision of 0.1 for numeric attributes when build Classifier is called 
with zero training instances. 

 
ii.  Bayes Net 

Bayes Network learning using various search algorithms and quality measures. Base class for a Bayes Network 
classifier. Provides data structures and facilities common to Bayes Network learning algorithms like K2 and B. 

 
C. META CLASSIFIERS 

Most of the time, the aggregation of more than one classifier has better performance. Such combinational methods 
are shown below. 

 
i. Adaboost 

Class for boosting a nominal class classifier using the Adaboost M1 method. Only nominal class problems can be 
tackled. Often dramatically improves performance, but sometimes over fits. 

 
ii. Bagging 

Class for bagging a classifier to reduce variance. Can do classification and regression depending on the base learner. 
Generate B bootstrap samples of the training data: random sampling with replacement. Train a classifier or a regression 
function using each bootstrap sample For classification: majority vote on the classification results. For regression: 
average on the predicted values. Reduces variation. Improves performance for unstable classifiers which vary 
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significantly with small changes in the data set, e.g., CART. Found to improve CART a lot, but not the nearest 
neighbor classifier. 

 
iii. Logit Boost 

This classifier is for performing additive logistic regression. This class performs classificationusing a regression 
scheme as the base learner, and can handle multi-class problems. This method belongs to the type of meta classifiers. 

 
iv. Multi Boost AB 

Class for boosting a classifier using the Multi Boosting method. Multi Boosting is an extension to the highly 
successful AdaBoost technique for forming decision committees. Multi Boosting can be viewed as combining 
AdaBoost with wagging. It is able to harness both Ada Boost's high bias and variance reduction with wagging's 
superior variance reduction. Using C4.5 as the base learning algorithm, Multi-boosting is demonstrated to produce 
decision committees with lower error than either AdaBoost or wagging significantly more often than the reverse over a 
large representative cross-section of UCI data sets. It offers the further advantage over AdaBoost of suiting parallel 
execution. 
 
 

IV. METHOD FOR CROSS VALIDATION 
 

The conventional K-fold cross validation is in the following main algorithm. The ‘partition’ in the below indicates 
the ratio of the sizes of  training set and testing set at each step of the conventional as <{2,……,k},{1}>to <{1,....k-
1},{k}>  

 
A. DEFAULT CV METHOD 

Input D= Training set 
K=No folds (assumed k=10 for our experiment), C=Selected Classifier 

Default CV Method 
1. Divide D in to K folds 
2. Get the model based on C using K-1 folds 
3. Test the model based on C obtained in the step2 using Kth fold. 
4. Repeat the testing step 3 for every fold. 
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Output  
Average accuracy A 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.1 Flow chart for Default CV method 
 

B.PROPOSED CV METHOD  
The experiment for validating our approach is depicted in the following flow chart 

Input 
 D= Training set; K=No folds (assumed to be K=10 for our experiment); 
 C= {C 1, C 2,…. C k} 

Proposed CV Method 
 Divide D in to K folds 
 Get the model based on Ck using K-1 folds 
 Test the model based on Ck obtained in the step2 using Kth folds 
 Get the accuracy Ak. 
 Decrement k 
 Using the results of the models, calculate the average accuracy A 
 Check ‘k==0’if yes then stop else go to step 2.  

Select a classifier C 

Divide Data set in to K folds 

Generate the model using the 
Classifier C 

Calculate average Accuracy 

Check 
K==0 

N0 

Yes 

Get the Accuracy Ak 

Test_ set ⃪  fold-K 

Train_ set ⃪		D \ Test_ set 

K=K-1 

K ⃪  10 

Collection of Dataset D 
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Output: Average accuracy A= (∑ ௜௄ܣ
௜ୀଵ )/K 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                              
 
 
 
 
 
 
 
 
 
 
 

 
4.2 FLOWCHART FOR PROPOSED CV METHOD 

 
V. EXPERIMENTAL RESULTS 

 
 In the following table the partition TiSi represents with Ti, test set 10% and Si, train data 90%.  
 

S.No Classifiers T1S1(Accuracy) 
1. Bayes Net 78.9474 
2. Naïve bayes 67.1053 
3. Ada boost 65.5475 
4. Bagging 68.65792 
5. Logit boost 67.1053 
6. Multi Boost 60.5263 
7. J-Rip 65.7895 
8. ADTree 67.1053 
9. Decision  Stump 60.5263 
10. J48 68.4211 

  66.97319 

S.No Classifiers T2S2(Accuracy) 
1. Bayes Net 78.9474 
2. Naïve bayes 82.8947 
3. Ada boost 76.3158 
4. Bagging 76.3158 
5. Logit boost 82.8947 
6. Multi Boost 75 
7. J-Rip 78.9474 
8. ADTree 78.9474 
9. Decision  Stump 72.3684 
10. J48 80.2632 

  78.28948 

Select the classifier Ck 

Divide Data set in to K folds 

Generate the model using the 
Classifier Ck 

Calculate average Accuracy 

Check 
K==0 

No 

Yes 

Get the Accuracy Ak 

Test_ set ⃪		fold-K 

Train_ set ⃪		D \ Test_ set 

K=K-1 

K ⃪		10(Default value) 

Collection of Dataset D 
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Table of T1S1classifiers and < Train, Test > Partition 
 

Table of T2S2classifiers and < Train, Test > Partition 
 

S.No Classifiers T3S3(Accuracy) 
1. Bayes Net 64.4737 
2. Naïve bayes 72.3684 
3. Ada boost 69.7368 
4. Bagging 81.5789 
5. Logit boost 77.6316 
6. Multi Boost 68.4211 
7. J-Rip 69.7368 
8. ADTree 71.0526 
9. Decision  Stump 68.4211 
10. J48 71.0526 

  71.44736 
Table of T3S3classifiers and < Train, Test > Partition 

 

S.No Classifiers T4S4(Accuracy) 
1. Bayes Net 61.8421 
2. Naïve bayes 68.4211 
3. Ada boost 65.7895 
4. Bagging 63.1579 
5. Logit boost 64.4737 
6. Multi Boost 65.7895 
7. J-Rip 61.8421 
8. ADTree 59.2105 
9. Decision  Stump 65.7895 
10. J48 59.2105 

  63.55264 
Table of T4S4classifiers and < Train, Test > Partition 

 

S.No Classifiers T5S5(Accuracy) 
1. Bayes Net 73.6842 
2. Naïve bayes 75 
3. Ada boost 72.3684 
4. Bagging 78.9474 
5. Logit boost 73.6842 
6. Multi Boost 73.6842 
7. J-Rip 75 
8. ADTree 77.6316 
9. Decision  Stump 71.0526 
10. J48 77.6316 

  74.86842 
Table of T5S5classifiers and < Train, Test > Partition 

 

S.No Classifiers T6S6(Accuracy) 
1. Bayes Net 76.3158 
2. Naïve bayes 75 
3. Ada boost 78.9474 
4. Bagging 85.5263 
5. Logit boost 80.2632 
6. Multi Boost 75 
7. J-Rip 80.2632 
8. ADTree 76.3158 
9. Decision  Stump 75 
10. J48 85.5263 

  78.8158 
Table of T6S6 classifiers and < Train, Test > Partition 

 

S.No Classifiers T7S7(Accuracy) 
1. Bayes Net 78.9474 
2. Naïve bayes 80.2632 
3. Ada boost 78.9474 
4. Bagging 84.2105 
5. Logit boost 78.9474 

6. Multi Boost 72.3684 
7. J-Rip 76.3158 
8. ADTree 78.9474 
9. Decision  Stump 67.1053 
10. J48 81.5789 

  77.76317 
Table of T7S7classifiers and < Train, Test > Partition 

S.No Classifiers T9S9(Accuracy) 
1. Bayes Net 73.6842 
2. Naïve bayes 73.6842 
3. Ada boost 73.6842 
4. Bagging 84.2105 
5. Logit boost 73.6842 
6. Multi Boost 78.9474 
7. J-Rip 71.0526 
8. ADTree 76.3158 
9. Decision  Stump 69.7368 
10. J48 78.9474 

  75.39473 
Table of T9S9classifiers and < Train, Test > Partition 

 

S.No Classifiers T8S8(Accuracy) 
1. Bayes Net 84.2105 
2. Naïve bayes 82.8947 
3. Ada boost 81.5789 
4. Bagging 94.7368 
5. Logit boost 86.8421 
6. Multi Boost 80.2632 
7. J-Rip 85.5263 
8. ADTree 81.5789 
9. Decision  Stump 72.3684 
10. J48 97.3684 

  84.73682 
Table of T8S8classifiers and < Train, Test > Partition 
S.No Classifiers T10S10(Accuracy) 

1. Bayes Net 74.1176 
2. Naïve bayes 75.2941 
3. Ada boost 80 
4. Bagging 81.1765 
5. Logit boost 81.1313 
6. Multi Boost 78.8235 
7. J-Rip 75.2941 
8. ADTree 81.1765 
9. Decision  Stump 77.6471 
10. J48 78.8235 

  78.34842 
Table of T10S10classifiers and < Train, Test > Partition 
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Figure 4.3 Comparison of original reduced dataset Vs for accuracy 

 
VI. CONCLUSION AND FUTURE WORK 

 
We establish the power of varying the classifiers instead of applying single classifier on each part of the training and 

testing parts. The outputs of our experiments as shown in the Figure 4.3 answer our query of better performance. 
Specifically even in the small range of data sizes and collection of classifiers we achieve increment 0 to 10% 

Future remarks: The approach proposed in this paper can be further modified with the randomizing the indices of the 
train/test partitions. Since this involves extra iterations for this randomizing process the overall complexity will be 
increased. But this can be tried with huge datasets in a parallel environment.  
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