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ABSTRACT: With data storage and sharing services in the cloud, users can easily modify and share data as a group. 
To ensure shared data integrity can be verified publicly, users in the group need to compute signatures on all the blocks 
in shared data. Different blocks in shared data are generally signed by different users due to data modifications 
performed by different users. For security reasons, once a user is revoked from the group, the blocks which were 
previously signed by this revoked user must be re-signed by an existing user. The straightforward method, which 
allows an existing user to download the  corresponding  part of shared data and re-sign it during user revocation, is 
inefficient due to the large size of shared data in the cloud. In this paper, we propose a novel public auditing 
mechanism for the integrity of shared data with efficient user revocation in mind. By utilizing the idea of proxy re-
signatures, we allow the cloud to re-sign blocks on behalf of existing users during user revocation, so that existing users 
do not need to download and re-sign blocks by themselves. In addition, a public verifier is always able to audit the 
integrity of shared data without retrieving the entire data from the cloud, even if some part of shared data has been re-
signed by the cloud. Moreover, our mechanism is able to support batch auditing by verifying multiple auditing tasks 
simultaneously. Experimental results show that our mechanism can significantly improve the efficiency of user 
revocation. 
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I. INTRODUCTION 
 
 With data storage and sharing services (such as Drop box and Google Drive) provided by the cloud, people 
can easily work together as a group by sharing data with each other. More specifically, once a user creates shared data 
in the cloud, every user in the group is able to not only access and modify shared data ,but also share the latest version 
of the shared data with the rest of the group. Although cloud providers promise a more secure and reliable environment 
to the users, the  integrity of data in the cloud may still be compromised ,due to the existence of hardware/software 
failures and human errors [2], [3].To protect the integrity of data in the cloud, a number of mechanisms [3]–[15] have 
been proposed. In   these mechanisms, a signature is attached to each block in data, and the integrity of data relies on 
the correctness of all the signatures. One of the most significant and common features of these mechanisms is to allow 
a public verifier to efficiently check data integrity in the cloud without downloading the entire data, referred to as 
public auditing (or denoted as Provable Data Possession[3]).  
 
 This public verifier could be a client who  would like to utilize cloud data for particular purposes (e.g., search, 
computation, data mining, etc.) or a third party  auditor (TPA) who is able to provide verification services on data 
integrity to users. Most of the previous works [3]–[13] focus on auditing the integrity of personal data. Different from 
these works, several recent works [14], [15] focus on how to preserve identity privacy from public verifiers when 
auditing the integrity of shared data. Unfortunately, none of the above mechanisms , considers the efficiency of user 
revocation when auditing the correctness of shared data in the cloud. With shared data, once a user modifies a block, 
she also needs to compute a new signature for the modified block. Due to the modifications from different users, 
different blocks are signed by different users. For security reasons, when a user leaves the group or misbehaves, this 
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user must be revoked from the group. As a result, this revoked user should no longer be able to access and modify 
shared data, and the signatures generated by this revoked user are no longer valid to the group[16]. Therefore, although 
the content of shared data is not changed during user revocation, the blocks, which were previously signed by the 
revoked user, still need to be re-signed by an existing user in the group. As a result, the integrity of the entire data can 
still be verified with the public keys of existing users only. 
 
  Since shared data is outsourced to the cloud and users no longer store it on local devices, a straightforward 
method to re-compute these signatures during user revocation (as shown in Fig. 1) is to ask an existing user (i.e., Alice) 
to first download the blocks previously signed by the revoked user (i.e., Bob), verify the correctness of these blocks, 
then re-sign these blocks, and finally upload the new signatures to the cloud. However, this straightforward method 
may cost the existing user a huge amount of communication and computation resources  by downloading and verifying 
blocks, and by re-computing and uploading signatures, especially whenthe number of re-signed blocks is quite large or 
the membership of the group is frequently changing. To make this matter even worse, existing users may access their 
data sharing services provided by the cloud with resource limited  devices, such as mobile phones, which further  
prevents existing users from maintaining the correctness of shared data efficiently during user revocation. 
 

II. EXISTING  SYSTEM  
 
 To protect the integrity of data in the cloud, a number of mechanisms have been proposed. In these 
mechanisms, a signature is attached to each block in data, and the integrity of data relies on the correctness of all the 
signatures. One of the most significant and common features of these mechanisms is to allow a public verifier to 
efficiently check data integrity in the cloud without downloading the entire data, referred to as public auditing (or 
denoted as Provable Data Possession) This public verifier could be a client who would like to utilize cloud data for 
particular purposes (e.g., search, computation, data mining, etc.) or a third party auditor (TPA) who is able to provide 
verification services on data integrity to users. Most of the previous works  focus on auditing the integrity of personal 
data. 
 
Disadvantages Of Existing System:  
 Especially when the number of re-signed blocks is quite large. 
 Existing users may access their data sharing services provided by the cloud with resource limited devices, such 

as mobile phones. 
 Frequent Security Issues. 
  

III. PROPOSED SYSTEM 
  
We propose Panda, a novel public auditing mechanism for the integrity of shared data with efficient user revocation in 
the cloud. In our mechanism, by utilizing the idea of proxy re-signatures, once a user in the group is revoked, the cloud 
is able to resign the blocks, which were signed by the revoked user, with a re-signing key. As a result, the efficiency of 
user revocation can be significantly improved, and computation and communication resources of existing users can be 
easily saved. Meanwhile, the cloud, which is not in the same trusted domain with each user, is only able to convert a 
signature of the revoked user into a signature of an existing user on the same block, but it cannot sign arbitrary blocks 
on behalf of either the revoked user or an existing user. By designing a new proxy re-signature scheme with nice 
properties, which traditional proxy re signatures do no have, our mechanism is always able to check the integrity of 
shared data without retrieving the entire data from the cloud. 

 
Advantages: 
 Easily Revocable of signatures for the existing users. 
 The public verifier can audit the integrity of shared data without retrieving the entire data from the cloud.  

 
 
 
 



  

                    ISSN(Online): 2320 - 9801 
      ISSN (Print) : 2320 - 9798     
                                                                                                                            

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 6, June 2016 

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2016. 0406024                                     10403 

 

IV. SYSTEM ARCHITECTURE 

 

 
V. OVERVIEW 

 
This project assume the cloud itself is semi-trusted, which means it follows protocols and does not pollute data 

integrity actively as a malicious adversary, but it may lie to verifiers about the incorrectness of shared data in order to 
save the reputation of its data services and avoid losing money on its data services. In addition, we also assume there is 
no collusion between the cloud and any user during the design of our mechanism. Generally, the incorrectness of share 
data under the above semi-trusted model can be introduced by hardware/software failures or human errors happened in 
the cloud. Considering these factors, users do not fully trust the cloud with the integrity of shared data. To protect the 
integrity of shared data, each block in shared data is attached with a signature, which is computed by one of the users in 
the group. Specifically, when shared data is initially created by the original user in the cloud, all the signatures on 
shared data are computed by the original user. After that, once a user modifies a block, this user also needs to sign the 
modified block with his/her own private key. By sharing data among a group of users, different blocks may be signed 
by different users due to modifications from different  users. When a user in the group leaves or misbehaves, the group 
needs to revoke this user. Generally, as the creator of shared data, the original user acts as the group manager and is 
able to revoke users on behalf of the group. Once a user is revoked, the signatures computed by this revoked user 
become invalid to the group, and the blocks that were previously signed by this revoked user should be re-signed by an 
existing user’s private key, so that the correctness of the entire data can still be verified with the public keys of existing 
users only.  
 
Design Objectives: 
Our proposed mechanism should achieve the following properties: 
 

A) Correctness: The public verifier is able to correctly check the integrity of shared                                                                               
data. 

B)  Efficient and Secure User Revocation:  
 On one hand, once a user is revoked from the group, the blocks signed by the revoked user can be efficiently 
re-signed. On the other hand, only existing users in the group can generate valid signatures on shared data, and the 
revoked user can no longer compute valid signatures on shared data.  

C) Public Auditing:  
 The public verifier can audit the integrity of shared data without retrieving the entire data from the cloud, even 
if some blocks in shared data have been re-signed by the cloud.  

D) Scalability:  
 Cloud data can be efficiently shared among a large number of users, and the public verifier is able to handle a 
large number of auditing tasks simultaneously and efficiently. 
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VI. MODULE DESCRIPTION  
 
  User Module: 

• Registration 
• File Upload 
• Download 
• Re-upload 
• Unblock module 

Auditor Module:  
• File Verification module 
• View File  

Admin Module: 
• View Files  
• Block user 

 
A) User Module 
Registration:   
 In this module each user registers his user details for using files. Only registered user can able to login in cloud 
server. 
File Upload: 
 In this module user upload a block of files in the cloud with encryption by using his secret key. This ensures 
the files to be protected from unauthorized user. 
Download: 

This module allows the user to download the file using his secret key to decrypt the downloaded data of 
blocked user and verify the data and reupload the block of file into cloud server with encryption .This ensure the files to 
be protected from unauthorized user. 
Re-upload: 
 This module allow the user to re-upload the downloaded files of blocked user into cloud server with resign the 
files(i.e) the files is uploaded with new signature like new secret with encryption to protected the data from 
unauthorized user. 
Unblock Module: 
 This module allows the user to unblock his user account by answering his security question regarding to 
answer that provided by his at the time of registration. Once the answer is matched to the answer of registration time 
answer then only account will be unlocked. 
B) Auditor Module 
File Verification module: 
 The public verifier is able to correctly check the integrity of shared data. The public verifier can audit the 
integrity of shared data without retrieving the entire data from the cloud, even if some blocks in shared data have been 
re-signed by the cloud. 
Files View: In this module public auditor view the all details of upload, download, blocked user, re -upload. 
 
C) Admin Module 
View Files: In this module public auditor view the all details of upload, download, blocked user, re-upload. 
Block User: In this module admin block the misbehave user account to protect the integrity of shared data 
 

VII. SYSTEM IMPLEMENTATION  
 
Basically, in the multi-parent idea when a message arrives to a node in the network, depending on its arrival 

time it chooses the fastest path in the network to get to its destination. When two parents (mother and father) are 
assigned to each node, if the mother is awake, the father can sleep and vice versa and the child node does not see any 
difference from a single-parent case. The base station belongs to all groups so it should wake up in all frames. 
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Procedural is a handler for the event of detecting a target, which can be triggered by an interrupt that is raised on 
sensing something. 

 
VIII. CONCLUSION 

 
This proposed a new public auditing mechanism for shared data with efficient user revocation in the cloud. 

When a user in the group is revoked, we allow the semi-trusted cloud to re-sign blocks that were signed by the revoked 
user with proxy re-signatures. Experimental results show that the cloud can improve the efficiency of user revocation, 
and existing users in the group can save a significant amount of computation and communication resources during user 
revocation. 
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