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ABSTRACT: Human action recognition aims to recognize human body action from large variations in human posture 

and body size. It become ambitious due to different body movement styles. Action recognition in video become more 

interesting because of its potential application in daily life such as smart home, smart nursing, patient monitoring etc. 

Many soft computing techniques are used for solving real life  problem, as soft computing gives the combination of 

natural as well as artificial ideas make easy to implement the problem which is define in theory but difficult in actual 

implementation. Soft computing techniques like neural networks, support vector machine, genetic algorithm, fuzzy 

logic, and combination of these techniques as per requirement of their properties are used for the solving real life 

problem. These approaches gives different results respective to their accuracy in different condition and different 

dataset used for the evaluation. The main aim of this paper is to provide comparative analysis of commonly used 

techniques in human action recognition. 
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I. INTRODUCTION 

Detection of the human action capture the attention of several computer science communities due to its strength in 

providing personalized support for many different application and its connection to many different field of study such 

as medicine, human computer interface or sociology. Human action recognition is a research problem in computer 

vision that if solve would enhance various application in Human Computer Interface. Action recognition in video 

sequences makes machines to recognize human using different types of information specially motion information in the 

videosequences. For classification ofdifferent action perform by the single person or different person performing single 

action different soft computing techniques are used for effective classification.Detection of human activity robustly 

emerging as an investigation tool push ahead by the growing need of the people. Action recognition is a method of 

detecting action that happen in video series [4]. In fact the role model for soft computing is human mind. It refers to a 

collection of computational techniques in computer science, artificial intelligence, machine learning applied in 

engineering areas such as aircraft, spacecraft, cooling and heating, communication network, mobile robot, inverters and 

converters, electric power system, power electronics and motion control etc.  

Traditionally soft computing has been comprised by some technical disciplines such as neural network, and fuzzy logic. 

Support vector machine is well known classifier used in human action recognition which gives more effective result 

with respect to other. Recognizinghuman actions in real-world environment finds applications in a variety of domains 

including intelligent video surveillance, customer attributes, and shopping behavior analysis. However, accurate 

recognition of actions is a highly challenging task due to different backgrounds, situations, and viewpoint variations 

[3]. Also human motion analysis has recently emerged as one of the most dynamic research topics in the field of 

computer vision. Especially, the task of assigning labels of action classes to data sequences induced by human activity 

has attracted much of attention during the past two decades. The focus of this research is real time monitoring of 

elderly peoples health and recognizing any abnormal activity for e.g. fall recognition. To take advantage of recent 

advances in information technologies and reduce the burden on hospitals and economy. Also, it is proved that people 

suffering from long term diseases feel much better in their home environment than hospitals. The human activity and 

posture recognition have been extensively studied during the past few years. A detailed survey of video based motion 

and activity recognition systems is discussed in this report. A smart home system for elderly people’s health carewill be 
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implement by using video monitoring for detect and monitor elderly peopleactivities and generate an alert in 

emergency situation [5]. 

II. RELATED WORK 

In [7] authors used technique relies on detecting the interest point using SIFT (scale invariant feature transform) from 

each frame of the videoA fine tuning step is used to limit the number of interesting points according to the amount of 

details. Then the popular approach bag of video words is applied with a new normalization technique. This 

normalization technique remarkably improves the results. Finally a multi class linear support vector machine (SVM) is 

utilized for classification. Experiments were conducted on the KTH and Weizmann datasets. The results demonstrate 

that given approach outperforms most existing methods, achieving accuracy of 97.89% for KTH and 96.66% for 

Weizmann. 

In [8] authors used a new approach for human activity recognition in a video sequence by exploiting the key poses of 

the human silhouettes, and constructing a new classification model. The spatiotemporal shape variations of the human 

silhouettes are represented by dividing the key poses of the silhouettes into a fixed number of grids and cells, which 

leads to a noise free depiction. The effectiveness of this approach of activity representation and classification model is 

tested over three public data sets i.e. Weizmann, KTH, and ballet movement. The comparative analysis shows that this 

method is superior in terms of recognition accuracy to similar state-of-the-art methods. 

In [9] authors used multi-category classifications of human actions are usually performed by solving many one versus 

rest binary SVM classification tasks. However, it leads to the class imbalance problem. Furthermore, because of 

environmental problems and intrinsic noise of spatiotemporal features, videos of similar actions may suffer from huge 

intraclass variations, author address these problems by introducing the energy-based least square twin support vector. 

Scientist investigate the performance of this methods on Weizmann, KTH dataset. 

In [2] author used a system framework is presented to recognize multiple kinds of activities from videos by an SVM 

multi-class classifier with a binary tree architecture. The framework is composed of three functionally cascaded 

modules: 

1. Detecting and locating people by non-parameter background subtraction approach. 

2. Extracting several of features such as local ones from the minimum boundingboxes of human blobs in each 

frames and a newly defined global one, contourcoding of the motion energy image (CCMEI). 

3. Recognizing activities of people by SVM multi-class classifier whose structure is determined by a clustering 

process. 

III. SOFT COMPUTING APPROACHES 

To solve a problem on a computer, there is need of an algorithm. An algorithm is a sequence of instructions that should 

be carried out to transform the input to output. For example, one can derive an algorithm for sorting. The input is a set 

of numbers and the output is their ordered list. For the same task, there may be various algorithms and it may be 

interested in finding the most efficient one, requiring the least number of instructions or memory or both. For some 

tasks, however, it does not have an algorithm-for example, to tell spam emails from legitimate emails. It know what the 

input is: an email document that in the simplest case is a file of characters. Soft computing that studies how computers 

can learn. It relies heavily on techniques and theory from statistics, optimization, algorithms, and in some cases 

biology. A machine learns improves its performance to solve a certain problem by receiving information about the 

problem at hand, often observations of how example cases of the problem were solved in the past. In order to learn, 

machine learning algorithms find exploitable regularities. Soft computing is therefore closely related to pattern 

recognition and data mining. Several good introductions to the field are available. Machine learning is programming 

computers to optimize a performance criterion using example data or past experience. It has a model defined up to 

some parameters, and learning is the execution of a computer program to optimize the parameters of the model using 

the training data or past experience. The model may be predictive to make predictions in the future, or descriptive to 

gain knowledge from data, or both. Under the umbrella of soft computing principle constituents are neural networks, 

fuzzy Systems, Machine Learning, Evolutionary Computation, probabilistic reasoning, etc. and their hybrid 

approaches. Here some are discus. 
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a. Artificial neural networks: 

 An Artificial Neural Network (ANN) is made of many highly interconnected processing elements, which are working 

in together to solve specific problems. ANN can be configured for problems like pattern recognitions or data mining 

through learning based models. Also ANN has capabilities like adaptive learning, self-organizing and real time 

operations using special hardware. ANN based layer approach is used todetect fingertips. After obtaining fingertips 

vectors, it is transformed into fingerjoint angles to an articulated hand model. For each finger separate network 

weretrained on same feature vectors, having input space 35 dimensional while output dimensional as only 2. Also 

Hidden Markov Model (HMM) used for gesture recognition using shape feature [4]. Gesture state is determined after 

stabilizing the image component as open fingers in consecutive frames. 

 

b.   Support vector machine: 

Support vector machine was initially popular with the NIPS community and now is an active part of the machine 

learning research around the world. SVM becomes famous when, using pixel maps as input; it gives accuracy 

comparable to sophisticated neural networks with elaborated features in a handwriting recognition task. It is also being 

used for many applications, such as hand writing analysis, face analysis and so forth, especially for pattern 

classification and regression based applications.The foundations of Support Vector Machines (SVM) have been 

developed by Vapnik and gained popularity due to many promising features such as better empirical performance. The 

formulation uses the Structural Risk Minimization (SRM) principle, which has been shown to be superior, to traditional 

Empirical Risk Minimization 

 

(ERM) principle, used by conventional neural networks. SRM minimizes an upper bound on the expected risk, whereas 

ERM minimizes the error on the training data. It is this difference which equips SVM with a greater ability to 

generalize, which is the goal in statistical learning. SVMs were developed to solve the classification problem, but 

recently they have been extended to solve regression problems. The support vector machine [SVM] is a training 

algorithm. It trains the classifier to predict the class of the new sample. SVM is based on the concept of decision planes 

that defined decision boundary and point that form the decision boundary between the classes called support vector 

treat as parameter. SVM is based on the machine learning algorithm invented by vapnik in 1960's[10].  

 

It is also based on the structure risk minimization principle to prevent over fitting. There are 2 key implementations of 

SVM technique that are mathematical programming and kernel function. It finds an Optimal separates hyper plane 

between data point of different classes in a high dimensional. Support vector machines are supervised learning models 

with associated learning algorithms that analyze data and recognize patterns, used for classification and regression 

analysis. Given a set of training examples, each marked as belonging to one of two categories, an SVM training 

algorithm builds a model that assigns new examples into one category or the other, making it a non-probabilistic binary 

linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of 

the separate categories are divided by a clear gap that is as wide as possible [10]. New examples are then mapped into 

that same space and predicted to belong to a category based on which side of the gap they fall on 
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.  
Fig 1. Support vector machine[10] 

 

c. Fuzzy logic 

Over the past few decades, fuzzy logic has been used in a wide range of problem domains. Although the fuzzy logic is 

relatively young theory, the areas of applications are very wide: process control, management and decision making, 

operations research, economies and, the most important, pattern recognition and classification.Dealing with simple 

black and white answers is no longer satisfactory enough; a degree of membership (suggested by Prof. Zadeh in 1965) 

became a new way of solvingtheproblems. A fuzzy set is a set whose elementshave degreesofmembership. Anelement 

of a fuzzy set can be full member (100% membership) or a partial member (between 0% and 100% membership). That 

is, the membership value assigned to an element is no longer restricted to just two values, but can be 0, 1 or any value 

in-between. Mathematical function which defines the degree of an element's membership in a fuzzy set is called 

membership function [15]. The natural description of problems, in linguistic terms, rather than in terms of relationships 

between precise numerical values is the major advantage of this theory. 

 

d. Genetic algorithms: 

Genetic Algorithms are powerful and widely applicable stochastic search and optimization methods based on the 

concepts of natural selection and natural evaluation.In a genetic algorithm, a population of candidate solutions (called 

individuals, creatures) to an optimization problem is evolved toward better solutions. Each candidate solution has a set 

of properties (its chromosomes or genotype) which can be mutated and altered; traditionally, solutions are represented 

in binary as strings of 0s and 1s, but other encodings are also possible. The evolution usually starts from a population of 

randomly generated individuals, and is an iterative process, with the population in each iteration called a generation. In 

each generation, the fitness of every individual in the population is evaluated; the fitness is usually the value of the 

objective function in the optimization problem being solved. The more fit individuals are stochastically selected from 

the current population, and each individual's genome is modified (recombined and possibly randomly mutated) to form 

a new generation. The new generation of candidate solutions is then used in the next iteration of the algorithm. 

Commonly, the algorithm terminates when either a maximum number of generations has been produced, or a 

satisfactory fitness level has been reached for the population. The random convergence of solutions in a variant 

problem with respect to a fitness function is the major disadvantage of genetic algorithm. Among these SVM is 

accurate methods among all machine learning algorithms. As it finds best classification function for training data. 

  

IV. HUMAN ACTION DETECTION 

In human action detection first step is background subtraction or foreground detection this result into black and white 

image with the subtracted and background subtraction method delete the fix objects in the image frame and indicate the 

only the moving object. 
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1. Foreground extraction:  

The first step is to provide a video sequence of an activity as an input in the system from the dataset. That video 

contains a number of continuous frames. After that background subtraction technique is used to separate moving object 

present inside those frames [2]. But these frames contain some noises which may lead to incorrect background 

subtraction.Fig2. Shows the background subtraction. 
 

 
Fig 2: Background subtraction [2] 

 
2. Feature extraction:    

A model based approach to extract the features. The extracted foreground that supposed to be a human is segmented 

into centroid and two leg components for the detection of activity. The features are of two types local and global.The 

local features are all extracted from minimum bounding box, the extracted local features includes the shape features 

and motion features extracted from minimum bounding box. Two types of shape feature are extracted from minimum 

bounding box one is unitary height. 

 

                           ℎ 𝑡 = 𝐻(𝑡)/𝐻𝑚𝑎𝑥                                                                         (1) 

 

Where 𝐻 𝑡  the height of the bounding is box at instantt and 𝐻𝑚𝑎𝑥   is the maximum value of 𝐻(𝑡)among whole 

activity sequence. 

 

The second is the ratio of height against width. 

𝑅 𝑡 = 𝐻(𝑡)/𝑊(𝑡)(2) 
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Fig 3. Minimum bounding box of human body [2]. 
 

Another important feature is the global feature which gives the contour coding of the motion energy image as shown in 

fig 4. 

 

 
  

Fig 4. Contour of the moving object in frame [2]. 

 

Motion energy image (MEI) and motion history image (MHI) as temporal templates to characterize an action. The MHI 

is a function of the action duration and dependent on the entire extraction of moving targets in each frames, which is 

difficult in real scenes. 

V. CONCLUSION AND FUTURE WORK 

 

This paper review soft computing approaches for human action detection. The approaches such as neural networks, 

support vector machine, genetic algorithms, fuzzy logic etc. It is used in the real time hence become more interesting as 

it is can used in daily life situation. Human action recognition for the effective patient monitoring is an important field 

as patient in critical situation needs to observe his every action. It become challenging because of recognition of human 

action from different body proportions and dissimilar feature of human. Human action captured the attention of several 

computer science communities because it providepersonalized support for number of application and connection to 

many field such as medical, human computer interface. In future work, the patient monitoring system which can help to 

patient having mobility problem. Detection of abnormal activity of patient such as fall, chest pain and provide help for 

him. 
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