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ABSTRACT: Face recognition remains a challenging problem especially when the face is occluded. Here we are using
a new classification method termed Sparse Representation based Classification (SRC) to accurately recognize
expressions under these conditions. A test vector is presentable as a linear combination of vectors from its own class
and so its representation as a linear combination of all available training vectors is sparse. Efficient methods have been
developed in the area of compressed sensing to recover this sparse representation. SRC gives state of the art
performance on clean and noise corrupted images matching the recognition Crate obtained using Gabor based features.
When test images are occluded by square black blocks, SRC improves significantly on the performance obtained using
Gabor features; SRC increases the recognition rate by 6.6% when the block occlusion length is 30 and by 11.2% when
the block length is 40.

KEYWORDS: Face recognition, feature extraction ,occlusion and corruption , sparse representation and L1-
minimization, validation.

I.LINTRODUCTION

Face Recognition

Human Face is a complex, multidimensional structure which requires efficient computing techniques for the
recognition process. The face has been our priority and focus of attention in playing an important role in identifying an
individual’s face. We recognize a large number of faces learned throughout the life and recognize those faces at first
glance even after several years. There may be some variations in faces because of aging and factors like beard, hair-
style or even change of glasses. Face recognition is also vital in biometrics. In biometrics basic properties of human
faces are matched to the existing data and depending on the result, the identification of an individual is confirmed.
Features of the facial databases are extracted and implemented through different efficient algorithms and required
valuable changes are done to improve the existing algorithms. Computers which distinguish and perceive confronts
could be connected to a large number of real world applications like criminal distinguishing proof, security
frameworks, character check.
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Fig 1 — Face Recognition Procedure

In this paper, we exploit the discriminative nature of sparse representation to perform classification. Instead of using
the generic dictionaries discussed above, we represent the test sample in an over complete dictionary whose base
elements are the training samples themselves. It will be possible to represent the test samples as a linear combination of
just those training samples from the same class. This representation is naturally sparse, involving only a small fraction
of the overall training database. We argue that in many problems of interest, it is actually the sparsest linear
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representation of the test sample in terms of this dictionary and can be recovered efficiently via ‘1-minimization.
Seeking the sparsest representation therefore automatically discriminates between the various classes present in the
training set. Fig. 1 illustrates this simple idea using face recognition as an example. Sparse representation also provides
a simple and surprisingly effective means of rejecting invalid test samples not arising from any class in the training
database: these samples’ sparsest representations tend to involve many dictionary elements, spanning multiple classes.
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Fig 2 : Factors Affecting Recognition

Factors Affecting
Recognition

Il. SPARSE REPRESENTATION

Sparse representation face recognition (SRC) is model based on the image subspace assumption , it uses training
sample images to span a face subspaces. This approach tries to construct test images from training images. In sparse
representation, faces to be tested are approximately expressed as a linear sparse combination of all types of training
faces, and testing samples for the minimum reconstruction residue of various types of training samples are determined
by calculating the sparse combination coefficient. This approach improves the recognition performance and reduces the
effect of occlusion
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Fig. 3. Overview of our approach. Our method represents a test image (left), which is (a) potentially occluded or
(b) corrupted, as a sparse linear combination of all the training images (middle) plus sparse errors (right) due to
occlusion or corruption. Red (darker) coefficients correspond to training images of the correct individual.

SRC algorithm is given as following:
1. A matrix is generated which contains all the training samples of each class. A dictionary contains all the samples of

each class.

2. A random sparse vector is selected having few non zero in random location.

3. Test sample is given by linear combination of training samples. The linear relationship between test sample y in
terms of all training sample is given by-

y=AXx0
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A: is dictionary having all the training samples.
X0 : random sparse vector calculated by I1 minimization
y : test sample.

Robust Recognition by Sparse Representation on occluded images.

Once the best transformation _i has been computed for each subject i, the training sets Ai can be aligned to y, and a
global sparse representation problem of the form can be solved to obtain a discriminative representation in terms of the
entire training set. Moreover, the per-subject alignment residuals kek1 can be used to prune unpromising candidates
from the global optimization, leaving a much smaller and more efficiently solvable problem. The complete
optimization procedure is summarized as Algorithm 1. The parameter S in our algorithm is the number of subjects
considered together to provide a sparse representation for the test image. If S = 1, the algorithm reduces to
classification by registration error; but considering the test image might be an invalid subject, we typically choose S =
10. Since valid images have a sparse representation in terms of this larger set, we can reject invalid test images using
the sparsity concentration index proposed in .The function _i(x) in Algorithm 1 selects coefficients from the vector x
corresponding to subject i. Another important free parameter in Algorithm 1 is the class of deformations T.

Fig. 4. Face recognition with occlusion. The columns of B % %A; |_span a high-dimensional polytope

P ¥ BoP1b in 1 Rm. Each vertex of this polytope is either a training image or an image with just a single pixel
illuminated (corresponding to the identity sub matrix I). Given a test image, solving the ‘l-minimization
problem essentially locates which facet of the polytope the test image falls on. The ‘1-minimization finds the
facet with the fewest possible vertices. Only vertices of that facet contribute to the representation; all other
vertices have no contribution.

111. RECOGNITION DESPITE RANDOM BLOCK OCCLUSION

We next simulate various levels of contiguous occlusion, from O percent to 50 percent, by replacing a randomly located
square block of each test image with an unrelated image, as

in Fig.4a. Again, the location of occlusion is randomly chosen for each image and is unknown to the computer.
Methods that select fixed facial features or blocks of the

image are less likely to succeed here due to the unpredictable location of the occlusion. The top two rows in Figs. 4a,
4b, 4c, and 4d shows the two representative results of Algorithm 1 with 30 percent occlusion. Fig. 4a is the occluded
image. In the second row, the entire center of the face is occluded; this is a difficult recognition task even for humans.
Fig. 12b shows

the magnitude of the estimated error ~el. Notice that el compensates not only for occlusion due to the baboon but also
for the violation of the linear subspace model caused by
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the shadow under the nose. Fig. 4c plots the estimated coefficient vector ~x1. The red entries are coefficients
corresponding to test image’s true class. In both examples, the estimated coefficients are indeed sparse and have large
magnitude only for training images of the same person. In both cases, the SRC algorithm correctly classifies the
occluded image. For this data set, our Matlab implementation requires 90 seconds per test image on a PowerMac G5.
The graph in Fig shows the recognition rates of all six algorithms. SRC again significantly outperforms the other five
methods for all levels of occlusion. Upto 30 percent

occlusion, Algorithm 1 performs almost perfectly, correctly identifying over 98 percent of test subjects. Even at 40
percent occlusion, only 9.7 percent of subjects are misclassified.

Compared to the random pixel corruption, contiguous occlusion is certainly a worse type of errors for the algorithm.
Notice, though, that the algorithm does not assume any knowledge about the nature of corruption or occlusion. In this
section, we will see how prior knowledge that the occlusion is contiguous can be used to customize the algorithm and
greatly enhance the recognition performance. This result has interesting implications for the debate over the use of
holistic versus local features in face recognition . It has been suggested that both ICA | and LNMF are robust to
occlusion: since their bases are locally concentrated, occlusion corrupts only a fraction of the coefficients. By contrast,
if one uses ‘2-minimization (orthogonal projection) to express an occluded image in terms of a holistic basis such as the
training images themselves, all of the coefficients may be corrupted (as in Fig. 4 third row). The implication here is that
the problem is not the choice of representing the test image in terms of a holistic or local basis, but rather how the
representation is computed. Properly harnessing redundancy and sparsity is the key to error correction and robustness.
Extracting local or disjoint features can only reduce redundancy, resulting in inferior robustness.
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Fig.4. Recognition under varying level of contiguous occlusion. Left, top two rows: (a) 30 percent occluded test
face images y from Extended Yale B. (b) Estimated sparse errors, ~el. (¢) Estimated sparse coefficients, ~x1, red
(darker) entries correspond to training images of the same person. (d) Reconstructed images, yr. SRC correctly
identifies both occluded faces. For comparison, the bottom row shows the same test case, with the result given by

least squares (overdetermined ‘2-minimization). (e) The recognition rate across the entire range of corruption
for various algorithms. SRC (red curve) significantly outperforms others, performing almost perfectly up to 30

percent contiguous occlusion (see table below).

IV. CONCLUSIONS AND DISCUSSIONS

In this paper, we have contended both theoretically and experimentally that exploiting sparsity is critical for the high-
performance classification of high-dimensional data such as face images. With sparsity properly harnessed, the choice
of features becomes less important than the number of features used (in our face recognition example, approximately
100 are sufficient to make the difference negligible). Moreover, occlusion and corruption can be handled uniformly and
robustly within the same classification framework. One can achieve a striking recognition performance for severely
occluded or corrupted images by a simple algorithm with no special engineering. An intriguing question for future
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work is whether this framework can be useful for object detection, in addition to recognition. The usefulness of sparsity
in detection has been noticed in the work in it. We believe that the full potential of sparsity in robust object detection
and recognition together is yet to be uncovered. From a practical standpoint, it would also be useful to extend the
algorithm to less constrained conditions, especially variations in object pose. Robustness to occlusion allows the
algorithm to tolerate small pose variation or misalignment. However, the number of training samples required to
directly represent the distribution of face images under varying pose may be prohibitively large. Extrapolation in pose,
e.g., using only frontal training images, will require integrating feature matching techniques or nonlinear deformation
models into the computation of the sparse representation of the test image. Doing so, in a principled manner, it remains
an important direction for future work.
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