
 

 

 

Volume 9, Issue 6, June 2021  

Impact Factor: 7.542 



 

 International Journal of Innovative Research in Computer and Communication Engineering 

                                     | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 7.542 | 

|| Volume 9, Issue 6, June 2021 || 

| DOI: 10.15680/IJIRCCE.2021.0906248 | 

IJIRCCE©2021                                                      |     An ISO 9001:2008 Certified Journal   |                                              7476 

    

Classification and Localization of Covid-19 
Markers in Point-Of-Care Lung UltraSound 

Using Deep Learning 
 

Dr.Senthil Kumar.T, Sunitha.J, Thanuja.K, Chandana.T, Venu Gopal.C 

Professor, Department of Electronics & Communication Engineering, Siddharth Institute of Engineering & Technology 

Puttur, India 

Department of Electronics & Communication Engineering, Siddharth Institute of Engineering & Technology 

Puttur, India 

 

ABSTRACT: Deep learning (DL) works have started to investigate DL-based solutions for the assisted diagnosis of 

Lung diseases. While existing works focus on CT scans, our project studies the application of DL techniques for the 

analysis of lung ultrasonography (LUS) images Specifically, we present a fully annotated dataset of LUS images 

collected from Kaggel.com, with labels indicating the degree of diseases severity at a frame-level, video-level, and 

pixel-level (segmentation masks).           Leveraging these data, we introduce several deep models that address relevant 

tasks for the automatic analysis of LUS images. In particular, we present a deep network, derived from spatial 

Transformer Networks, which simultaneously predicts the diseases severity score associated with an input frame and 

provides localization of pathological artifacts in a weaklysupervised way.Furthermore, we introduce a new method 

based on uninorms for effective frame score aggregation at a videolevel. Finally, we benchmark state-of-the-art deep 

models for estimating pixel-level segmentation of COVID-19 imaging biomarkers. Experiments on the proposed 

dataset demonstrate satisfactory results on all the considered tasks, paving the way to future research on DL for the 

assisted diagnosis of COVID-19 from LUS data 

KEYWORDS: LUS, spatial transform network, frame level, video level. 

I. INTRODUCTION  

 
The novel Coronavirus designated SARS-CoV-2 appeared in December 2019 to initiate a pandemic of respiratory illness 
known as COVID-19 which proved itself as a tricky illness that can emerge in various forms and levels of severity 
ranging from mild to severe with the risk of organ failure and death. From mild, self-limiting respiratory tract illness to 
severe progressive pneumonia, multiorgan failure, and death. With the progress of the pandemic and the rising number of 
the confirmed cases and patients who experience severe respiratory failure and cardiovascular complications, there are 
solid reasons to be tremendously concerned about the consequences of this viralinfection.Determining appropriate 
approaches to reach solutions for the COVID-19 related problems has received a great deal of attention. However, 
another huge problem that researchers and decision-makers have to deal with is the ever-increasing volume of the data, 
known as big data that challenges them in the process of fighting against the virus. This justifies how and to what extent 
Artificial Intelligence (AI) could be crucial in developing and upgrading health care systems on a global scale. 

AI has been recently attracted increasing research efforts towards solving complex issues in several fields, including 
engineering, medicine, economy, and psychology. Hence, a critical situation like this necessitates mobilization and 
saving medical, logistic, and human resources, and AI can not only facilitate that but can save time in a period when 
even one hour of the time save could end in saving lives in all locations where Coronavirus is claiming lives. With the 
recent popularity of AI application in clinical contexts, it can play an important role in reducing the number of undesired 
deletions as well as improving the productivity and efficiency in studies where large samples are involved, and higher 
degrees of accuracy in prediction and diagnosis is intended. Utilizing big data can also facilitate viral activity modeling 
studies in any country. The analyses of results enable health care policymakers to prepare their country against the 
outbreak of the disease and make well-informed decisions.  

         However, while treatment strategies, crisis management, optimization, and improved diagnosis methods, such as 
medical imaging and image processing techniques could take benefit from AI which is capable of helping medical 
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methods, it has not been desirably employed and well-appropriated to serve healthcare systems in their fights against 
COVID-19. For instance, one area that can take special advantage of AI’s useful input is image-based medical diagnosis 
through which fast and accurate diagnosis of COVID-19 can take place and save lives. Appropriating AI techniques to 
deal with COVID-19 related issues can fill the void between AI-based methods and medical approaches and treatments. 
AI specialists’ use of AI platforms can help in making connections between various parameters and speed up the 
processes to obtain optimum results. In this paper, our team relies on the findings of the most recent research focusing on 
COVID-19 and its various challenges to generalize and suggest a variety of strategies relevant but not limited to high-
risk groups, epidemiology, and radiology, etc.  

The present section focuses on the introduction of some applicable AI-based strategies that can support existing 
standard methods of dealing with COVID-19 in health care systems around the world. To foreground the enhanced 
effectiveness of these strategies and techniques, their formation has been informed by and based on the most recent AI-
related published medical updates as well as the latest updates on COVID-19. Therefore, this section presents ideas that 
can enhance and speed up ANN-based methods obtaining process to improve treatment methods and health management 
as well as recognition and diagnosis. However, the optimal effectiveness of AI tools during the COVID-19 pandemic 
depends on the extent of human input and collaboration in different roles humans play. The knowledge of capabilities 
and limitations of AI, however, stays with data scientists who play an important role simply because they are the ones 
who code AI systems. Different steps in the application of AI-based methods employed to overcome COVID-19 
challenges are presented in the flowchart shown in Fig.1. The first step is the preparation of the data which are necessary 
for data mining during data understanding, data preparation, and big data. The data under discussion here consist of 
medical information, such as clinical reports, records, images, and other various forms of information that can be 
transformed into data that can be understood by a machine. Objectives of data understanding include understanding data 
attributes and identifying main characteristics such as data volume and the total number of variables to summarize the 
data. Before processing and analysis comes data preparation that is the process through which raw data are refined and 
converted. In other words, it is a process in which data are reformatted, corrected, and combined to enriched data. 
Collecting, analyzing, and leveraging the data such as consumer, patient, physical, and clinical data ends in big data. It is 
at this stage that human intervention, as a part of machine learning methods, takes place and experts investigate and 
analyze the data to extract the data with the finest structures, patterns, and features. 

Humans’ contribution at this stage is important because their knowledge and potentials are not available to an ML 
solution that unlike humans can deal with huge data sets far beyond the extent that humans could handle or observe 
simultaneously. Moreover, Deep Learning (DL) methods could be employed in cases where enormous or complex data 
processing challenges ML or traditional means of data processing. As a subset of machine learning, DL consists of 
numerous layers of algorithms that provide a different interpretation of the data it feeds on. However, DL is mainly 
different from ML because it presents data in the system in a different manner. Whereas DL networks work by layers of 
Artificial Neural Networks (ANN), ML algorithms are usually dependent on structured data. Unlike supervised learning 
which is the task of learning a function mapping an input to an output based on example input-output pairs, unsupervised 
learning is marked by minimum human supervision and could be described as a sort of machine learning in search of 
undetected patterns in a data set where no prior labels exist.  

In conventional medicine, alternatively called allopathic medicine, biomedicine, mainstream medicine, orthodox 
medicine, and Western medicine, medical doctors and other professional health care providers such as nurses, therapists, 
and pharmacists use drugs, surgery, or radiation to treat illnesses and eliminate symptoms. AI could be extensively 
applied for COVID-19; however, we aim at finding the best possible solutions COVID-19 related issues that have put the 
biggest challenges ahead of health care systems. Accordingly, these solutions have been categorized into 3 parts, 
including high-risk groups, outbreak, and control, recognizing, and diagnosis.  ANNs in diagnosis and tracing the 
symptoms in 5 layers. Although the process has been specifically designed for COVID-19 related problems, it has the 
potential for use in other medical imaging analyses. 

According to the World Health Organization (WHO), viral and infectious diseases continue to appear and pose a 
serious threat to public health and well-being. Coronavirus is a broad family of viruses that causes ailments ranging from 
common cold and flu to severe respiratory issues. According to NCBI, “In the last 20 years, there have been several viral 
epidemics that have been reported such as the Severe Acute Respiratory Syndrome Coronavirus or better known as 
SARS-COV which was declared a pandemic by WHO in 2002 - 2004 and H1N1 influenza in 2009. With most recently, 
Middle East Respiratory Syndrome Coronavirus better known as MERS- COV which hit its first outbreak in Saudi 
Arabia in 2012”. In the chronology of modern times, cases of unrecognized low respiratory infections were first detected 
during mid-December 2019 in Wuhan, the largest metropolitan city in Hubei province of China. This strange new 
pneumonia was named “COVID-19” by WHO. WHO declared this surge a Public Health Emergency of International 
Concern (PHEIC) on January 30, 2020, as it had affected almost 20 countries of the world. 

There are no specific treatments for this virus so far, but one can reduce the spread of infection by maintaining 
personal hygiene and social distancing. There have been recoveries around the world, but the pandemic is still not under 
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control. This pandemic has affected the whole world not only in terms of health and hygiene but also in terms of the 
global economy. Apart from the adverse effects of COVID-19, there have been certain constructive influences around 
the world. As the world was facing losses, our nature gained something from this pandemic, the harmful particulate 
matter was eliminated from the environment, and most importantly the largest ever ozone hole detected was closed 
during this pandemic. So it becomes really important to understand the features and characteristics of this disease and 
predict/estimate the further spread of this disease around the world and how it is going to impact the coming generations 
and the lives of the people when things become normal. 

The Covid-19, an acronym for “Coronavirus Disease2019”, is a respiratory illness caused by the severe acute 
respiratory syndrome coronavirus-2 (SARS-CoV-2), a contagious virus belonging to a family of single-stranded, and 
positive-sense RNA viruses known as coronaviridae. Much like the influenza virus, SARS-CoV-2 attacks the respiratory 
system, causing ailments such as cough, fever, fatigue, and breathlessness. While the exact source of the virus is 
unknown, scientists have mapped the genome sequence of the SARS-CoV-2, and have determined it to be a member of 
the β-COV genera of the coronavirus family, which typically derives its gene sources from bats and rodents [1]. The 
COVID19 was first reported to affect human life in Wuhan City, in the Hubei province of China in December 2019. 
Since then, the COVID-19 has spread like wildfire throughout the rest of the world, marking its presence in 213 
countries and independent territories [2]. According to the WHO, the current global tally1 of confirmed coronavirus 
cases stands at 2,285,210 while the death toll has reached 155,124 [2]. The rapid rise in the number of COVID-19 
incidents worldwide has prompted the need for immediate countermeasures to curb the catastrophic effects of the 
COVID-19 outbreak. To this end, this paper evaluates the use of varied technologies such as IOT, UAVs, AI, 
blockchain, and 5G, that could help mitigate the adverse effects of this pandemic and expedite the recovery process. 
However, before exploring the potential technological solutions for COVID-19 pandemic impact management, we 
provide a comprehensive review of the COVID-19, including its clinical features, diagnosis, treatment, and the impact of 
its outbreak on the global economy.  

The first case of MERS-CoV infection was detected in Saudi Arabia, which initiated a large-scale epidemic in the 
Middle Eastern countries that ultimately led to 871 fatalities. The COVID-19 outbreak came to light on 31 December 
2019 when 27 cases of pneumonia of unknown etiology were reported at the WHO’s country office in China (refer to 
fig. 2 for the entire timeline). The epicenter of the outbreak was linked to Wuhan’s wholesale market for seafood and 
other exotic animals, including snakes, bats, and marmots. A new strain of a highly contagious β-coronavirus, SARS-
CoV-2, has been deemed responsible for the rapid outbreak of COVID-19. Distinguishing characteristics of the virus 
include its extremely contagious nature and relatively long (5-14 days) incubation period. During this period, a person 
can be infected by the virus and not show any symptoms at all. Therefore, people infected with the disease may 
unknowingly serve as silent carriers of the virus, contributing to a high reproductive number2 for the COVID-19 virus. 
While some studies indicate that SARS-CoV-2 could be susceptible to heat and ultraviolet (UV) light, the virus does not 
have any cure, vaccine, or standard treatment protocols to date. 

The massive outbreak of the COVID-19 has prompted various scientists, researchers, laboratories, and organizations 
around the world to conduct large-scale research to help develop vaccines and other treatment strategies. In the months 
following the COVID-19 outbreak, several papers examining different aspects of the COVID-19 have been published. 

Owing to the lack of any concrete treatment strategy, social distancing has been identified as the best possible 
defense strategy against the COVID-19 pandemic at the time of this writing. However, the need for social distancing has 
prompted governments around the world to impose lockdowns, which has marked a huge dent in the global economy. 
All non-essential services have been forced to shut down, causing virtually all the industrial sectors to face significant 
disruptions in the supply chain and, consequently, putting billions of people at risk of losing their jobs. Furthermore, the 
rapid outbreak of COVID-19 has forced governments to restrict the trade of a majority of the goods across country 
borders, leaving international trade flows on the verge of collapse. Finally, we analyze the impact of the COVID-19 
pandemic on the overall economy by thoroughly dissecting its impact on different economic sectors 

II. RELATED WORK 

 
The dataset which we are taken in this proposed method is lung ultrasonography (LUS) videos. Each video is 

converted into frames. By using a spatial transform network we classify the COVID-19 markers is called a prediction of 
scores. The spatial transform network is trained by converting the images of the last frame in each video into binary 
format. Next, the trained images are stored and ground truth labels are loaded. We apply the U-Net architecture for the 
semantic segmentation of data. This network classifies the image based on the segmented class. Then we get the 
segmented output image. 
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         Block diagram of the proposed method 

A. Input Video 

The input we are taking the Lung Ultrasonography (LUS) Videos. We are downloading from the kaggle.com 
website. 

B. Frame Conversion 

These Frame Conversion block passes the input through the output and sets the output sampling mode to the value of 
the sampling mode of output signal parameters, which can be either frame-based or sample-based.The frame conversion 
block does not make any changes to the input signal other than the sampling mode.  

C. Score Prediction 

These score predictions are classified into 3 stages by using the spatial transform network  

In stage 1: Abnormality  

In stage 2:Moderate  

In stage 3: Severe  

D. Trained Images 

After that images are trained to a fixed amount of pixels that is 0-255.so all the data is in the same format from these 
we can perform easily. 

E. U-NET 

This network is predefined in the matlab program. It consists of encoders and decoders. Frames are input there also, 
here we check every pixel in the frame so we can use encoders and decoderswhen the image is changed from high to low 
use the encoders but the output image consists high level so we use decoders to change the image from low level to high 
level. 

F. Semantic Image Segmentation 

By using the convolutional neural network images are recognized, semantic segmentation describes the process of 
associating each pixel of an image with a class label. 

G. Segmented Output Image 

It shows the output image consists of black and white for our eye visible. If there is white that part is covid part 
remaining black part is normal 

Flow chart: 
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III. RESULTS 

 
The below figure represents the input video of this project. This video is in the format of a gif. 

 

Trains the network for image classifications problems. The below figure shows the training progress of the network. 

 

Creates a message dialog box after the classification of the score by using a spatial transform network. 
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The below figure represents the architecture of the U-net. This network consists of several layers. 

 

Trains a network for image classification problems. The below figure shows the training progress of the network. 

 

Semantic segmentation involves labelling each pixel In an imagewith a class. Overtime 
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