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ABSTRACT: The main objective of this research work is to find the frequent items and association rule generation by 
using the Enhanced-Apriori and Enhanced-Eclat algorithms. In data mining, normally association rule generation 
process consists of two steps; first step is finding the frequent items based on the minimum support threshold which is 
assigned commonly to all the items and the second step is the association rule generation. This research work also used 
the same steps with small modification i.e. in the first step, instead of assigning common minimum support threshold, 
this work has assigned an individual minimum support threshold to each and every item in the database, from this 
frequent items are found and association rules are generated. Performance factors used are execution time, memory 
space, number of frequent items and number of rules generated. Different sizes of datasets and threshold are used for 
experimentation. From the results, we observed that the Enhanced-Apriorialgorithm has produced good results than 
Enhanced- Eclat algorithm.  
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I. INTRODUCTION 
 

Association rule mining is one of the most important techniques in of data mining, It was first introduced by 
Agrawal et al. 1993 [1]. Association rules are used for examining the relationship between objects/ items in the 
databases [2].Popular association rule mining algorithms are Apriori, partition, pincer-search, dynamic item set 
counting, FP-tree growth, H-Mine, FIN and Relim etc. [3]. An association rule has two factors, an antecedent (if) and a 
consequent (then). An antecedent is an item found in the data [4].A consequent is an item that is found in sequence of 
antecedent.  

Association rules are useful for marketing, commodity management and advertising etc. It is predetermined to 
identify strong rules discovered in databases using two important measures i.e. support and confidence [5].The support 
of the rule X -> Y is the percentage of transactions in T that contain X ∪ Y. It determines how frequent the rule is 
applicable to the transaction set T. The confidence of a rule describes the percentage of transactions containing X which 
also contain Y. The main objective of this research work is to find the frequent items using individual item threshold 
and to generate the association rules. Two popular existing association rule algorithms are enhanced they are termed as 
Enhanced-Apriori and Enhanced-Eclat. 

Remaining section of the paper is organized as follows. Section 2 describes the related works. Section 3 illustrates 
the methodology and discusses the enhanced algorithms. Section 4 gives related work results and finally conclusion is 
given in Section 5. 
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II. RELATED WORK 
 

In [1] presented a theoretical survey on existing algorithms. The concepts behind association rules were discussed 
and followed by an overview to some of the previous research works done on this area. The advantages and limitations 
were also discussed. Author had analysed that adequate attention was not given to the quality of the rule generated. The 
enhanced algorithm had reduced the execution time, complexity and improved the accuracy.  
 

In [2] author has analyzed the performances of Apriori algorithm in minimizing candidate generation. This research 
scenario has introduced a new way in which the apriori algorithm can be improved. The modified algorithm introduced 
factors such as set size and set size frequency which in turn are being used to eliminate non-significant candidate keys. 
With the use of these factors, the modified algorithm introduced more efficient and effective way of minimizing 
candidate keys. 

In [3] discussed different algorithms for association rule mining on different size of database First he had improved 
Apriori algorithm which took less time for frequent item set generation. Second he had focused on Feature Based 
Association Rule Mining algorithms. Finally author had focused in Optimized Distributed Association Rule Mining 
Algorithm in distributed database. The classical Apriori algorithm had some disadvantages therefore, in this paper, 
authors have studied different algorithms from which they concluded that Feature Based Association Rule Mining 
Algorithm was best and efficient than other algorithms   
 

In [7] author discussed about mining frequent itemset in transactional database. The main objective of this 
comparative analysis is to reduce the number of scans and improve the efficiency. The strength and weakness of 
Apriori, DHP, Partitioning, Sampling, DIC, H-mine, FP-growth, and Eclat algorithms were analyzed. Finally it had 
observed that FP-growth algorithm works better than all other algorithms. 

In [8] described an Improved Apriori Algorithm based on Matrix Data Structure for mining regular item set, the 
proposed algorithm used bit matrix, it needs only single scan for whole transactional database. It has constructed 
compressed data structure which has reduced I/O cost and does not generated the irregular item set. Improved 
algorithm decreased the temporal complexity and spatial complexity and also it have higher efficiency as compared to 
classical apriori algorithm. 

In [9] author had proposed an Improved Apriori Algorithm for Mining Association rules. The proposed algorithm 
has decreased pruning operations of candidate 2-itemsets, thereby it consumed time and increased efficiency. It 
optimized the subset operation, through the transaction tag to speed up support calculations.  
 

In [10] reviewed about different frequent mining algorithms like Apriori, FPgrowth and DIC. A brief description of 
each technique has been provided. Different frequent pattern mining techniques are compared based on various 
parameters and real time dataset. From this work it is observed that FP-growth algorithm gives better results than other 
algorithms. 

III. METHODOLOGY 
 
Figure 1 shows the architecture of proposed work. . The dataset is generated synthetically, it consists of three 

different sizes, i.e. 5K, 10K and 15K transactions .Average length in the transaction of a dataset are 15 and 20 items 
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Figure. 1 System Architecture 
A. Enhanced Apriori : 

Apriori Algorithm was first introduced by R. Agrawal. This algorithm is used to discover frequent item set. The 
main principle of Apriori algorithm is, it is level-wise search, mining frequent itemsets from transactional database7. In 
this algorithm, frequent subsets are extended one item at a time and this step is known as candidate generation process 
8. Then groups of candidates are tested with the data. Apriori uses breadth-first search method (level-wise search) and a 
hash tree structure to count candidate item sets efficiently in the search space. There are several key concepts used in 
Apriori algorithm such as Frequent Itemsets, Apriori Property and Join Operation 11. Table 1 explains the pseudo code 
of Apriori algorithm [19]. 

IV. PSEUDO CODE 

PSEUDO CODE FOR APRIORI ALGORITHM 
 

 

 

 

 

 
 

 
 
 
 

Pseudo code for Apriori algorithm 
Initialize: K: = 1, C1 = all the 1- item sets;  
Read the database to count the support of C1 to determine L1. 
 L1:= {frequent 1- item sets};  
K:=2; //k represents the pass number//  
While (Lk-1 ≠ ) do  
 Begin 
 Ck := gen_candidate_itemsets with the given Lk-1 
 prune (Ck) 
 For all transactions t  T do 
 Increment the count of all candidates in CK that are contained in t;  
Lk: = All candidates in Ck with minimum support;  
k := k + 1;  
End  
Answer: = ck Lk; 
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In the Enhanced Apriori algorithm, an individual threshold value is given to each item in a transactional database. 
In the first candidate generation, all the items are compared with the respective threshold value and number of 
occurrence. If the occurrence is equal to or greater than the threshold value, the items are selected for the candidate 
generation. During the candidate generation for e.g. finding the frequent two-itemset, the threshold value for these two 
items are compared and then the minimum threshold value is chosen, then the algorithm finds the number of 
occurrences of these two-items with the chosen minimum threshold value. If the number of occurrences is greater than 
minimum threshold then these items are selected for next iteration. This process is continued for all the items as well as 
all the candidate generation. The pseudo code of Enhanced Apriori algorithm is given below 

PSEUDO CODE FOR ENHANCED APRIORI ALGORITHM 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Pseudo code for Enhanced Apriori algorithm 
Input:  
1. Set of items and transactions 
2. Threshold values for each item 
3. Support and confidence threshold values for strong association rules 
Output: 
1. Frequent items 
2.  Association Rules 
Algorithm 
Step: 1 consider a database D, Which Tn transactions  

D = {T1, T2, T3, T4.........Tn} // D contains set of all transactions 
T1= {I 1 I 2 I 3 I 4……………. I n} where each T1 has set of items 
ITIJ = {ITI1, ITI2, ITI3…….. ITIn}where j=1,2….l each Ij has individual threshold 

 //Assign individual threshold values to all items in the database   
Step; 2 frequent item generation 

If I 1> = assigned min_support then 
For (m=1 to l) 
{ 

Count the occurrence of Im 
 } 

Check if the count of Im> ITIm then 
 Lk = I m // Lk frequent itemset 
 Repeat the same for all the items 

End for  
End if 

Candidate generation 
L1:= {frequent 1- item sets};  
K: =2; //k represents the pass number//  
While (Lk-1 ≠) do  

 Begin 
  Ck: = gen_candidate_itemsets with the given Lk-1 

Min (IT (Ij)), (IT (Ik))………. (IT (In)) 
//where j,k…n are the items in the transaction 
// select the minimum threshold item from the combination of items 
 // repeat the same for all the items in the transaction 
Prune (Ck) 
Lk: = All candidates in Ck with Individual minimum support;  

  For all transactions t  T do 
//Increment the count of all candidates in CK that are contained in t;  
k := k + 1;  

End  
Return Ck Lk; 
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B. Enhanced Eclat 
Eclat algorithm primarily depends on depth-first search algorithm which uses the set intersection method to find 

the frequent itemset from the database [12]. It uses a vertical database layout i.e. alternative of explicitly listing all 
transactions; each item is stored together and uses the intersection based approach to compute the support of an itemset. 
Hence, the support of an itemset can be easily computed by intersecting any two subsets i.e. (Z ⊆ X, such that YU Z = 
X.) [13]. When the database is stored in the vertical layout [15], the support of a set can be counted much easier by 
simply intersecting subsets 18. In this algorithm each frequent items are added in the output set and new database is 
created. This is done by first finding every item that frequently occurs together with in itemset [19]. This algorithm is 
also called recursive algorithm. Table 3 explains the pseudo code of Eclat algorithm [20]. 

 
 

PSEUDO CODE FOR ECLAT ALGORITHM 

 

 

 

 

 

 

 

In the Enhanced Eclat algorithm, an individual threshold value is given to each item in a transactional 
database. In the first candidate generation, all the items are compared with the respective threshold value and number of 
occurrence. If the occurrence is equal to or greater than the threshold value, the items are selected for the candidate 
generation. During the candidate generation for e.g. finding the frequent two-itemset, the threshold value for these two 
items are compared and then the minimum threshold value is chosen. Then find the number of occurrences of these 
two-items and is compared with the chosen minimum threshold value. If the number of occurrences is greater than 
minimum threshold then these items are selected for next iteration. This process is continued for all the items as well as 
all the candidate generation. The pseudo of Eclat is explained. The pseudo code of Enhanced Eclat algorithm is given 
below. 

 

 

 

 

 

 

Input: E((i , t ), … (i , t ))|P), s  
Output: F(E, s ) 
1:		for	all	i 	occuring	in	E	do 

4:									for	all	i 	occuring	in	E	such	that	k > 푗	푑표 
5:																			t = t ∩ t  
6:																		if	 t ≥ s 	then 
7:																													E ≔ E ∪ (i , t ) 
8:																													F = F∪ (i ∪ P) 

Pseudo code for Eclat algorithm 

2:  P ≔ P ∪ i  // add i to create a new prefix 
3: 									init(E ) // initialize a new equivalence class with the new prefix P 

9:																		end	if,  10:        end	for 
11: if	E ≠ {}	then, 12:Eclat(E , s ) 
13: end	if,		end	for 
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PSEUDO CODE FOR ENHANCED ECLAT ALGORITHM 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. RESULTS AND DISCUSSION 
 

Three different synthetic datasets are generated for experimentation whose sizes are 5K, 10K and 15K of 
transactions. Average length of the items of these transactions is 15 and 20. Performance factors used for comparison 
are number of frequent items, number of rules, strong rules, execution time and memory usage. This work is done in 
Intel Core i5 processor running at 3.30 GHz, 4 GB RAM and 32 bit Windows 8.Table 1 gives the number of frequent 
items generated by the two algorithms for different size of data sets. 

 

 

 

1:		for	all	i 	occuring	in	D	do 

4:			for	all	i 	occuring	in	D	such	that	k > 푗	푑표 
5:			T = t ∩ t  
6:			if	 T ≥ s 	 	then 
7:			D ≔ D ∪ (i , T ) 

Pseudo code for Enhanced Eclat algorithm 
Input:   

1. Set of items and transactions 
2. Threshold values for each item 
3. Support and confidence threshold values for strong association rules 

Output:  
1. Frequent items 
2.  Association Rules 
D = {T1, T2, T3, T4.........Tn} 

 // D contains set of all transactions 
Tk = {I 1 I 2 I 3I 4……………. I n} 
  //Tk contains set of all items 
T1 = {IT (i1), IT (i2), IT (i3) IT (i4) ….. IT (in)} 
 //Assign individual threshold values to all items in the database   

2:  P ≔ P ∪ i  // add i to create a new prefix 
3: 		init(D ) // initialize a new equivalence class with the new prefix P 

8:			F = F ∪ (i ∪ P)// Candidate generation 
9.  Candidate Generation (iJ, iJ+1…in ) 
10:  s 	 =Min (IT (Ij)), (IT (Ik))………. (IT (In)) 
 //where j,k…n are the items in the transaction 

// select the minimum threshold item from the combination of 
items 
// repeat the same for all the items in the transaction 

11: Go To Step 5, // repeat the same for all the items in the transaction 
12:		end	if, 13:  end	for 
14   if	D ≠ {}	then, : Eclat(D , s 	 ) 
15end	if,	end	for 
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Table.1 Number of Frequent Items  

DATASET SIZE 

15 Items 20 Items 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

5000 1940 1908 2195 1991 

10000 5441 4933 7327 7299 

15000 9136 8131 11345 11207 

 
Figure 2 depicts number of frequent items generated by the two algorithms. It is observed that Enhanced-

Apriori algorithm gives best results than Enhanced-Eclat algorithm 

 

Fig.1 Number of frequent items 
 

Tables 2 shows the generation of association rules using Enhanced-Apriori and Enhanced Eclat for different 
size of datasets. 

Table.2Number of Rules Generation 
 

DATASET SIZE 

15 Items 20 Items 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

5000 2573 2180 3285 2138 

10000 8049 7012 9430 9221 

15000 10763 10581 14450 14079 
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Figure 2 describes the analysis of number of rules. It is observed that Enhanced-Apriori algorithm gives best 
results than Enhanced-Eclat algorithm. 

 

Fig.2 Analysis ofRules Generation  
 

Tables 3 gives Generation of strong Rule using Enhanced-Apriori and Enhanced Eclat for different size of 
datasets with  support =30 and confidence =70. 

Table.3Strong Rules  

DATASET SIZE 

15 Items 20 Items 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

5000 1983 1813 2118 1945 

10000 5936 5810 6865 5990 

15000 9845 9798 12567 12498 

Figure 3 illustrates the analysis of strong rules. It is observed that Enhanced-Apriori algorithm gives best 
results than Enhanced-Eclat algorithm. 
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Fig.3 Number of strong rules  
 

Tables 3 givesthe result of execution time in milliseconds using Enhanced-Apriori and Enhanced Eclat for 
different size of datasets. 

Table.4Execution Time in Milliseconds 
 

DATASET SIZE 

15 Items 20 Items 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

5000 2328 2813 10390 10985 

10000 3234 3968 16721 16856 

15000 9907 9969 21543 22937 

 
Figure 4 analysis the performance of execution time. Comparison is done between Enhanced-

Apriorialgorithmand Enhanced-Eclat algorithm.it has observed that Enhanced-Apriori algorithm gives best results than 
Enhanced-Eclat algorithm. 
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Fig.4Execution time in milliseconds  
 

Tables 5 gives the results of memory usage in kilo bytes using Enhanced-Apriori and Enhanced Eclat for 
different size of datasets. 

Table.5 Memory usage in kilobytes 
 

DATASET SIZE 

15 Items 20 Items 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

ENHANCED 
APRIORI 

ENHANCED 
ECLAT 

5000 1015 1873 4158 4305 

10000 7195 7964 7809 7901 

15000 9245 10139 10230 10507 

 
Figure 5 shows the performance of memory usage. Comparison is done between Enhanced-Apriori 

algorithmand Enhanced-Eclat algorithm.it has observed that Enhanced-Apriori algorithm gives best results than 
Enhanced-Eclat algorithm. 
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Fig.5Memory usage  

VI. CONCLUSION AND FUTURE WORK 
 

Association rule mining is the most effective data mining technique to discover hidden pattern from large volume of 
data. This research work is mainly focused on, to find the more number of frequent itemset, generate association rules 
and identifies strong rules. In the research work two algorithms namely Apriori and Eclat are enhanced. Individual 
threshold is set for all items and candidate generation is done with minimum threshold value. From the performance 
metrics it has observed that Enhanced-Apriori algorithm is best comparing to Enhanced-Eclat Algorithm. In future, this 
work will be implemented with different size and types of dataset like medical, bioinformatics, CRM, 
telecommunication etc.  
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