
  
                        

                       ISSN(Online):  2320-9801 
          ISSN (Print) :  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 6, June 2016            
 

Copyright to IJIRCCE                                                         DOI: 10.15680/IJIRCCE.2016. 0406288                                           12305 

 

Keyword Extraction for Speech                                       
Recommendation in Conversations 

 
Divya R K, Neethu Asokan,Vinitha V 

M. Tech Student, Dept. of Computer Science and Engineering, M Dason Institute of Technology, Kozhikode,                                

Kerala, India 

Assistant Professor, Dept. of Computer Science and Engineering, M Dason Institute of Technology, Kozhikode. 

Kerala, India 

 
ABSTRACT: Speech recommendation from ASR is a terribly troublesome task. This paper addresses the issue of 
keyword extraction from conversations. Using these keywords to retrieve, one significant potentially relevant document 
and its corresponding speech, this can be recommended to participants. It is difficult to infer precisely the information 
needs of the conversation participants. In this paper we specify how speech recommended from conversation through 
ASR output. We first propose an algorithm to extract keywords from the output of an ASR system. Then, we propose a 
method to derive multiple topically separated queries from this keyword set, in order to maximize the chances of 
making at least one relevant document when using these queries to search over English Wikipedia. Finally the speech   
corresponding to the relevant document is recommended to the participants. To the best of our knowledge, this is the 
first successful research for recommending speech from conversation through ASR output. 
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I.  INTRODUCTION 
 
       People are encompassed by an uncommon abundance of data, accessible as reports, databases, or mixed media 
assets. Access to this information is conditioned by the availability of suitable search engines, when these are 
accessible, clients frequently don't start a hunt, in light of the fact that their present movement does not permit them to 
do as such, or on the grounds that they are not mindful that significant data is accessible [1]. 

       The goal is to maintain multiple hypotheses about users information needs, and to present a recommendation based 
on the most likely ones. The recommending  speech is related to users’ current activities. Suppose when users 
participate in a meeting, their information needs can be modelled as implicit queries that are constructed   from the   
pronounced words, obtained through real-time automatic speech recognition (ASR) [6]. 
      Therefore, aim at extracting a relevant and diverse set of keywords, cluster them into topic-specific queries ranked 
by importance, retrieve documents, and present participants the most relevant speech from these documents. The topic-
based clustering decreases the chances of including ASR errors into the queries, and the diversity of keywords 
increases the chances  of making relevant recommendation, or can lead to a useful speech when following its 
hyperlinks.   
      Relevance and diversity can be enforced at three stages: when extracting the keywords; when building one or 
several implicit queries; or when re-ranking their results. The first two approaches are the focus of this paper. Our 
recent experiments with the third one [2], show that re-ranking of the results of a single implicit query cannot improve 
users’ satisfaction with the recommended documents. 
       Proposed system introduces a novel diverse keyword extraction technique [3] from ASR output, which maximizes 
the coverage of potential information needs of users and reduces the number of irrelevant words. Once a set of 
keywords is extracted, it is clustered in order to build several topically-separated queries, which are run independently, 
by using the ranking keywords. The highest rank set is used to retrieve the recommended document. Finally the 
corresponding speech recommendation is given to the participants.   
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       The following sections, In Section II deals with related work. Sections III introduce proposed method. Section IV 
relates the result and discussions. Conclusion is summarized in section V. Section VI contains the papers, books, 
referred during the preparation of this paper. 
 

II. RELATED WORK 
 

      Just-in-time retrieval systems have the potential to bring a radical change in the process of query-based information 
retrieval. Such systems continuously monitor users’ activities to detect information needs, and pro-actively retrieve 
relevant information. To achieve this, the systems generally extract implicit queries (not shown to users) from the 
words that are written or spoken by users during their activities. In this section, review existing just-in-time-retrieval 
systems and methods used by them for query formulation. Also discuss previous keyword extraction techniques from a 
transcript(text).  
          User interactions with everyday productivity applications (e.g. word processors, Web browsers, etc.) provide rich 
contextual information that can be leveraged to support just-in-time access to task-relevant information. As evidence 
for claim, here present Watson [11], a system which gathers contextual information in the form of the text of the 
document the user is manipulating in order to proactively retrieve documents from distributed information repositories. 
This system close by describing the results of several experiments with Watson, which shows it consistently, provides 
useful information to its users. 
         The AMIDA Automatic Content Linking Device (ACLD) [10] is a just- in-time document retrieval system that 
constantly retrieves items from a repository and displays them to a participant or to all of them. The repository includes 
meeting related documents together with excerpts from previous meetings of the group. The device can be used online 
during a meeting, but also offline, integrated in a meeting browser. 
      A Speech-based Just-in-Time Retrieval System monitors an ongoing conversation or a monologue and enriches it 
with potentially related documents, including multimedia ones, from local repositories or from the Internet. The 
documents are found using keyword-based search or using a semantic similarity measure [9] between documents and 
the words obtained from automatic speech recognition. Results are displayed in real time to meeting participants, or to 
users watching a recorded lecture or conversation. 
      Numerous methods have been proposed to automatically extract keywords from a text, and are applicable also to 
transcribed conversations. The earliest techniques have used a new keyword extraction algorithm that applies to a 
single document [8] without using a corpus. Frequent terms are extracted first, and then a set of co-occurrence between 
each term and the frequent terms, i.e., occurrences in the same sentences, is generated. Co-occurrence distribution 
shows importance of a term in the document as follows. If probability distribution of co-occurrence between the term a 
and the frequent terms is biased to a particular subset of frequent terms, then the term a is likely to be a keyword. 
       On the other hand, manual assignment of high quality keywords is expensive, time-consuming, and error prone. 
Therefore, most algorithms and systems aimed to help people perform automatic keywords extraction [18] have been 
proposed. Conditional Random Fields (CRF) [7] model is a state-of-the-art sequence labelling method, which can use 
the features of documents more sufficiently and effectively. At the 
same time, keywords extraction can be considered as the string labelling. 
     The AMI(DA) system is a meeting room speech recognition system that has been developed and evaluated in the 
context of the NIST Rich Text (RT) evaluations. Recently, the Distant 
Access requirements of the AMIDA project have necessitated that the system operate in real-time. Another more 
difficult requirement is that the system fit into a live meeting transcription scenario. The AMI system for meeting room 
recognition is a combination of beam-forming, diarisation and ASR in real time [6]. 
       Several unsupervised approaches [5] were also explores to automatic keyword extraction using meeting transcripts. 
In the TFIDF (term frequency, inverse document frequency) weighting framework, we incorporated part- of-speech 
(POS) information, word clustering, and sentence salience score.  
       Document summarization algorithms are most commonly evaluated according to the intrinsic quality of the 
summaries they produce. An alternate approach is to examine the extrinsic 
utility of a summary [4], measured by the ability of the summary to aid a human in the completion of a specific task. 
This uses topic identification as a proxy for relevancy determination in the context of an information retrieval task, and 
a summary is deemed effective if it enables a user to determine the topical content of a retrieved document. It utilize 
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Amazons Mechanical  Turk service to perform a large-scale human study contrasting four different summarization 
systems applied to conversational speech from the Fisher Corpus.  
           A new method for keyword extraction from conversations is introduced, which rewards both word similarity, to 
extract the most representative words, and word diversity, to cover several topics if necessary[3]. Inspired from 
summarization, the method maximizes the coverage of topics, 
those are recognized automatically in transcripts of conversation fragments. The method is evaluated on excerpts of the 
Fisher and AMI corpora, using a crowd sourcing platform to elicit comparative relevance judgments. The results 
demonstrate that the method outperforms two competitive baselines. 
           Enforcing Topic diversity[2] addresses the problem of building concise, diverse and relevant lists of documents, 
which can be recommended to the participants of a conversation to fulfil their information needs without distracting 
them. These lists are retrieved periodically by submitting multiple implicit queries derived from the pronounced words. 
Each query is related to one of the topics identified in the conversation fragment preceding the recommendation, and is 
submitted to a search engine over the English Wikipedia. Here developed an algorithm for diverse merging of these 
lists, using a submodular reward function that rewards the topical similarity of documents to the conversation words as 
well as their diversity. 
  

III. PROPOSED METHOD  
 

A. Proposed Outline 
The overview of the proposed system is shown in Fig.1.With facilitate of ASR (Automatic speech Recognition) we 

tend to acknowledge the voice/speech from oral communication and convert it into text format.  Then apply keyword 
extraction strategies to extract keyword from the text,then perform clustering and ranking technique, with the highest 
ranked keyword, we tend to use Just-in-Time Retrieval Systems[10][11][13] to retrieve data.  After completion of 
document retrieval, we recommend corresponding speech or information to user.   
       

 
 

Fig1: Overview of Proposed System. 
 
B. Automatic Speech Recognition 
        Automatic speech recognition (ASR) can be defined as the independent, computer driven transcription of spoken 
language into readable text in real time. This method begins once a speaker decides what to mention and really speaks a 
sentence. Then Software produces a speech wave kind that embodies the words of the sentence yet because the 
extraneous sounds and pauses within the spoken input. Next, the software makes an attempt to decrypt the speech into 
the simplest estimate of the sentence. Firstly it converts the speech signal into a sequence of vectors that are measured 
throughout the period of the speech signal. Then, employing a syntactical decoder it generates a legitimate sequence of 
representations. 
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C. Diverse Keyword Extraction  
           We propose to build a topical representation of a conversation fragment, and then select content words as 
keywords by using topical similarity, while also rewarding the coverage of a diverse range of topics, inspired by recent 
summarization methods[16][17][19][20]. The benefit of diverse keyword extraction is that the coverage of the main 
topics of the conversation fragment is maximized. So the proposed algorithm will select a smaller number of keywords 
from each topic. 
         We aim at extracting a relevant and diverse set of keywords, cluster them into topic-specific queries ranked by 
importance, and present users a sample of results from these queries. The topic-based clustering decreases the chances 
of including ASR errors into the queries, and the diversity of keywords increases the chances that at least one of the 
recommended documents answers a need for information, or can lead to a useful document when following its 
hyperlinks.  
 

 
 

Fig. 2. The three steps of the proposed keyword extraction method: (1) topic modeling, (2) representation of the main 
topics of the transcript, and (3) diverse keyword selection. 

 
           The proposed method for diverse keyword extraction proceeds in three steps, represented schematically in Fig. 2 
First, a topic model is used to represent the distribution of the  
abstract topic z for each word w noted as p(z|w) depicted in Fig. 2. The abstract topics are not pre-defined manually but 
are represented by latent variables using a generative topic modeling technique. These topics occur in a collection of 
documents–preferably, one that is representative of the domain of the conversations. Second, these topic models are 
used to determine weights for the abstract topics in each conversation fragment represented by  βz . Finally, the 
keyword  list  
W={w1,...,wk} which covers a maximum number of the most important topics are selected by rewarding diversity, using 
an original algorithm introduced. 
 

IV.  RESULTS AND DISSCUSSION 
 

A. Results  
             The input contain the oral communication of participants, that are constructed in the background from the 
pronounced words, obtained through real-time automatic speech recognition(ASR).The output is the most relevant 
speech of the document that are recommended to the participants . The document is like a Wikipedia Document with all 
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its unwanted tags is removed and also can download the document. Fig. 3 shows the input, represented as transcript 
from ASR out and Fig. 4 shows the final speech 

 
 

Fig 3.Input Speech 

 
 

Fig 4. Speech Recommendation 
 

          The valid participants can access the previous documents  as well as its corresponding speech,with a 
searching keyword, related to the past meeting transcript. The users can browse the previous document and can access 
the relevant speech.Also download the document. The user’s  window is shown in Fig 5 . 
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Fig 5.Input and Output of User Window 

 
B. Performance  Analysis 

 
      This section, analyse the overall performance of the proposed system by computing the performance score for 
each module in the system. Then plot the performance graph with time. Fig 6 shows the performance analysis 
graph. 
 

 
Fig 6. Performance Graph 

 
V. CONCLUSION 

 
           We focused on modelling the users’ information needs by deriving implicit queries from short conversation 
fragments. These queries are based on sets of keywords extracted from the conversation. We have proposed a novel 
diverse keyword extraction technique which covers the maximal number of important topics in a fragment. Then, 
proposed a clustering technique to divide the set of keywords into smaller topically-independent subsets constituting 
implicit queries. 
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         Our current goals are to process also explicit queries, and to rank document results with the objective of 
maximizing the coverage of all the information needs, while minimizing redundancy in a short list of documents. 
Integrating these techniques in a working prototype should help users to find valuable documents immediately and 
effortlessly, without interrupting the conversation flow, thus ensuring the usability of our system. 
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